
WANCSA’2017

Workshop on Advance in Nonlinear
Complex Systems and Applications

July 4-5, 2017

Normandie University, Le Havre
France

Editors

M. Aziz-Alaoui
Cyrille Bertelle
Jie Liu
Damien Olivier





WANCSA’2017

Workshop on Advance in Nonlinear Complex
Systems and Applications

July 4-5, 2017

Normandie University, Le Havre
France

Editors

M. Aziz-Alaoui
Cyrille Bertelle

Jie Liu
Damien Olivier





This international event is organized by French and Chinese universities:

• LITIS, Laboratory of Computer Science, Information Processing and Systems, University Le
Havre Normandie, University of Rouen Normandie & Insa Rouen Normandie, France

• LMAH, Laboratory of Applied Mathematics, University Le Havre Normandie, France

• LMI, Laboratory of Mathematics of Insa Rouen Normandie, France

• College of Mathematics and Computer Sciences, Wuhan Textile University, Wuhan, Hubei,
P.R. China

• School of Mathematics and Statistics, Changsha University, Changsha, Hunan, P.R. China

The organizers thank for their scientific and financial supports:

• FNM CNRS-3335, Federation of Mathematics in Normandie, France

• NormaSTIC CNRS-3638, Federation of ICT in Normandie, France

• ISCN, Institute of Complex Systems in Normandy, France

• University Le Havre Normandie, France

• CS-DC UNESCO UniTwin, Complex System Digital Campus

• European Regional Development Fund - XTerM project

General Chairs:

• M. AZIZ-ALAOUI
ISCN & LMAH
University Le Havre Normandie
25 Rue Ph. Lebon, BP 1123, 76063 Le Havre, France
email: aziz.alaoui@univ-lehavre.fr

• Cyrille BERTELLE
ISCN & LITIS
University Le Havre Normandie
25 Rue Ph. Lebon, BP 1123, 76063 Le Havre, France
email: cyrille.bertelle@univ-lehavre.fr

• Jie LIU
Research Centre of Nonlinear Science
Wuhan Textile University
Wuhan, Hubei, 430073, P.R. China
email: liujie_hch@163.com

• Damien OLIVIER
ISCN & LITIS
University Le Havre Normandie
25 Rue Ph. Lebon, BP 1123, 76063 Le Havre, France
email: damien.olivier@univ-lehavre.fr

aziz.alaoui@univ-lehavre.fr
cyrille.bertelle@univ-lehavre.fr
liujie_hch@163.com
damien.olivier@univ-lehavre.fr


Program Committee:

• Benjamain AMBROSIO
LMAH, Le Havre Normandie University
benjamin.ambrosio@univ-lehavre.fr

• Aymen BALTI
LMAH, Le Havre Normandie University
aymen.balti@univ-lehavre.fr

• Alexandre BERRED
LMAH, Le Havre Normandie University
alexandre.berred@univ-lehavre.fr

• Guillaume CANTIN
LMAH, Le Havre Normandie University
guillaume.cantin@univ-lehavre.fr

• Jean-Guy CAPUTO
LMI, INSA Rouen, Normandie, France
jean-guy.caputo@insa-rouen.fr

• Rodolphe CHARRIER
LITIS, Le Havre Normandie University
rodolphe.charrier@univ-lehavre.fr

• Nathalie CORSON
LMAH, Le Havre Normandie University
nathalie.corson@univ-lehavre.fr

• Frédéric GUINAND
ISCN & University Le Havre Normandie, France
frederic.guinand@univ-lehavre.fr

• Arnaud KNIPPEL
LMI, INSA Rouen, Normandie, France
arnaud.knippel@insa-rouen.fr

• Valentina LANZA
LMAH, Le Havre Normandie University
valentina.lanza@univ-lehavre.fr

• Mohamed MAAMA
LMAH, Le Havre Normandie University
mohamed.maama@univ-lehavre.fr

• Nathalie VERDIERE
LMAH, Le Havre Normandie University
nathalie.verdiere@univ-lehavre.fr

• Xiaoliang XIE
Math. Changsha-Hunan University, China
xxlxkp@163.com

• Yichao ZHANG
Tongji University, Shanghai, China
yichaozhang@tongji.edu.cn

• Junchan ZHAO
Math. Changsha-Hunan University, China
junchanzhao@163.com

benjamin.ambrosio@univ-lehavre.fr
aymen.balti@univ-lehavre.fr
alexandre.berred@univ-lehavre.fr
guillaume.cantin@univ-lehavre.fr
jean-guy.caputo@insa-rouen.fr
rodolphe.charrier@univ-lehavre.fr
nathalie.corson@univ-lehavre.fr
frederic.guinand@univ-lehavre.fr
arnaud.knippel@insa-rouen.fr
valentina.lanza@univ-lehavre.fr
mohamed.maama@univ-lehavre.fr
nathalie.verdiere@univ-lehavre.fr
xxlxkp@163.com
yichaozhang@tongji.edu.cn
junchanzhao@163.com


Preface

Following the previous edition held in Wuhan-China (WTU), May 28-29, 2016, WANCSA’2017 will
focus on recent advances in complex systems, complex networks, and applications in all fields of sci-
ence and engineering. There will be several invited expository addresses covering recent trends and
invited lectures on problems of current interest and important applications in various disciplines.
Among surrounding areas of modelling capable of synthesizing the complexity of the systems, net-
works have well formalized mathematical bases which help in the operational effectiveness of these
models; they are also an important vector of interdisciplinary reflection so much their presence
seems obvious to represent the complex interlacing of various phenomena, natural, social and arti-
ficial systems.

They represent naturally systems of interaction between several parts. It is then frequent to
see the emergence of collective behavior stemming from these parts in interaction.

Examples are many, whether it is in the natural world (nervous system, immune system, chains
trophiques food, ... ) or artificial (supply chain, cloud computing, internet, network social, ...) In
which particular properties can emerge resulting from the interaction of the parts or from elements
establishing the whole.

Complex networks are one of more powerful tools to describe, analyze and control all these
natural or artificial complex systems, which are omnipresent. To understand and analyze them,
new approaches based on integrative modellings are necessary.
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O. Poulet, F. Guérin and F. Guinand . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Exploring Chaotic Dynamics by Partition of Bifurcation Diagram
B. Changaival and M. Rosalie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Turing’s Theory of Morphogenesis Applied to Street Layout, First Approach
S. Balev, A. Dutot, D. Olivier and M. Tirico . . . . . . . . . . . . . . . . . . . . . . . 9

Local Nash Equilibrium and Unfavorable Individuals in Social Netwoks
Y. Zhang, J. Guan and S. Zhou . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Influence of Coupling on Equilibria and Hopf Bifurcations in a Network of
Hindmarsh-Rose Neurons
N. Corson, V. Lanza and N. Verdi/‘ere . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

A Multi-Scale Network of Dynamical Systems Coupled by Agents
A. Banos, N. Corson, B. Gaudou and S. Rey-Coyrehourq . . . . . . . . . . . . . . . . . 14

Mathematical Modeling and Numerical Simulation of Hodgkin-Huxley Neu-
rons for Complex Network in V1 Cortex
M. Maama . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Generalized synchronization and system parameters identification between
two different complex networks
X. Wei, J. Zhao and C. Hu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

A Cascading Failure Model to Study Stress propagation in Crowds
R. Charrier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Identification of a Source on a Network
J.-G. Caputo, A. Hamdi, and A. Knippel . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

ix



Using Blockchain to Secure Transactions for Logistics Networks in Smart Ports
N. Benhellal, C. Duvallet and C. Bertelle . . . . . . . . . . . . . . . . . . . . . . . . 24

Parameter Estimation in a Coupled Model Describing the Transmission of the
Chikungunya to the Human Population
N. Verdière, S. Zhu and L. Denis-Vidal . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Periodoc Orbits in Nonlinear Wave Equations on Networks
J.-G. Caputo, I. Khames, A. Knippel and P. Panayotaros . . . . . . . . . . . . . . . . . . 29

Exploring Soft Graphs
J.-G. Caputo and A. Knippel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Berth Allocation Problem in an Automotive Transshipment Terminal
S. Benmansour, I. Diarrassouba, H. Dkhil and A. Yassine . . . . . . . . . . . . . . . . . 31

Multiple Hopf Bifurcations in Coupled Networks of Planar Systems
G. Cantin, M.A. Aziz-Alaoui, N. Verdière and V. Lanza . . . . . . . . . . . . . . . . . . 33

Mathematical and Numerical Study of Networks of Hodgin-Huxley Reactio-
Diffusion Systems
A. Balti, B. Ambrosio and M.A. Alaoui . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Environment Impact on Polio Disease
C. Balde, M. Lam, A. Bah, S. Bowong, and J.J. Tewa . . . . . . . . . . . . . . . . . . . . 38

Analysis of an Epidemic Model on a Network
J.-G. Caputo, A. Knippel and F. Mouatamide . . . . . . . . . . . . . . . . . . . . . . . . 39

Transmission Problem in Population Dynamics
O. Thorel, A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Subgraph component polynomials of some compound graphs
X. Xie and Y. Liao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Index 43



Proceedings of WANCSA 2017
Normandie University, Le Havre, France - July 3-4, 2014

RESEARCH ON DYNAMICS AND STRUCTURES’ MUTUAL
REPRESENTATION BETWEEN NONLINEAR TIME SERIES AND

COMPLEX NETWORK GRAPHS

Jie Liu ∗

Abstract. In recent several years, several types of new mapping

methods had been made to bridge the gap between time series and

complex networks, which aims to study the usage of network fea-

tures to depict geometry of different type of time series. Although

some important studies have shown that, different types of time se-

ries is corresponding to different types of topological structure, but

what relationship between these topology characters (ie.,the net-

work characteristic quantities) and the original time series, is still

unclear. So, how to apply the network analysis method to depict

the characteristics of the original time series’ statistics (vice versa

the inverse process of such a research) therefore become extremely

urgent nowadays. This talk recalled and addressed on the internal

relationship between nonlinear time series and complex networks (d-

uality of networks and time series) for further application research.

It is suggested that two aspects of research should be further inves-

tigated on details, and the followed two aspects are also very urgent

for real applications in near future: On one hand, network analysis

method for time series from different sources depicting should be

improved, and if possible, a unified framework for that should be

established; On the other hand, a set of new and practical methods

should be established based on classical time series analysis meth-

ods for describing the complex real networks via characterizations

calculations. This field is a natural extension of current research

focus on complex systems. Research in this direction will provide

new methods and powerful tools, for analysis of the causal rela-

tionships between complex structures and temporal behaviors of a

complex system, and as well as for structure and function analysis

of a complex networks.

Keywords. Time series, Complex networks, Structure and func-

tion analysis, Duality of networks and time series, Graph theory

Brief Introduction

This talk will conclude several parts listed as follows:

• Some backgrounds of nonlinear time series analysis
and complex networks analysis.

• Recent advance on duality analysis of networks and
time series.

∗Jie Liu is with Department of Mathematics, Wuhan Textile Uni-
versity, PR China, 430073; 2.Research Centre of Nonlinear Science
(RCNS), Wuhan Textile University, PR China, 430073

• Some applications of such duality analysis tech-
niques.

• Brief conclusion and outlook.

Figure 1: Main methods for map constructing between
time series and networks, by J Liu et. al.

Figure 2: Illustration for duality between time series and
networks, adopted from Ref. by Campanharo A S L O
et. al.
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Figure 3: Illustration for geometrical invariability of
transformation between a time series and a complex net-
work, adopted from Ref. by Zhao Yi et. al.
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ASSESSING THE OBSERVABILITY OF COMPLEX NETWORKS:
A NONLINEAR THEORY

Christophe Letellier∗& Irene Sendiña-Nadal†

Abstract. A network is said to be fully observable if its state can

be discerned at any time from a subset of measured variables: this is

a required property to safely investigate the underlying dynamics.

Since a lack of observability is mainly associated with nonlinear

couplings between variables, our approach consists in computing the

observability coefficients from a so-called symbolic Jacobian matrix.

We applied this approach to a reaction network, which encode the

transformations of a chemical reaction, to determine the minimal

set of variables and their derivatives to be measured for completing

the state space reconstruction.

Keywords. Complex network, Observability, Control theory.

1 Introduction

Variables spanning the state space of a dynamical net-
work are always dependent on each other through linear
or nonlinear interactions. It is therefore no need to mea-
sure all of them for investigating the underlying dynamics.
Our aim is to determine an adequate subset of variables
together with their well-selected Lie derivatives to get
a full observability of the network dynamics, that is, to
accurately retrieve the network attractor [1, 2]. Complex
networks are more and more often considered in various
fields as well exemplified by power grids, socio-economics
networks, or complex biological systems. A reliable
monitoring, dynamical analysis or control of these high-
dimensional networks, requires the development of some
systematic techniques to identify such a subset of vari-
ables alowing the best (if not the full) observability. A
related problem is how to unfold the dynamics by enlarg-
ing this subset of variables to reconstruct a space whose
dimension is at least equal to the dimension of the original
state space.

2 Observability

In order to quantify the observability, that is, the abil-
ity to distinguish states which are actually different in
the original state space, let us consider a d-dimensional

∗Christophe Letellier is Professor at Rouen University, France
and member of CORIA. E-mails: Christophe.Letellier@coria.fr

†Irene Sendiña-Nadal is Associate Professor at Rey Juan Car-
los University, Madrid, Spain, and member of the CTB, Technical
University of Madrid. E-mail: irene.sendina@urjc.es

dynamical system ẋi = fi(x) where x ∈ Rd is the state
vector. The vector s ∈ Rm of the m measured variables
is provided by the measurement function s = h(x). One
of the formal ways to define the observability of an au-
tonomous system is as follows [3]. A dynamical system
is said to be state observable at time tf if every initial
state x(0) can be uniquely determined from the knowl-
edge of a finite time series of the measured variable s(τ),
0 ≤ τ ≤ tf . It is possible to test whether the dynamical
system is observable through a measurement function by
investigating the rank of the observability matrix [4]

O =




dh(x)

dLfh(x)

...

dLd−1
f h(x)




(1)

where Lk
f is the kth Lie derivative. The Lie derivative of

the ith component of the vector field f is defined as

Lfi(x) =
d∑

k=1

∂fi(x)

∂xk
fk(x) . (2)

The first (zeroth) order Lie derivative is thus the mea-
sured variable itself. The observability matrix O corre-
sponds in fact to the Jacobian matrix of the change of
coordinates Φs : Rd(x) → Rd(X) where X ∈ Rd is the
reconstructed state vector made of the m measured vari-
ables and their appropriate d−m Lie derivatives [5].

In order to avoid to test the rank of the Jacobian ma-
trix via algebraic computation (something almost never
possible to do when the dimension of the system becomes
too large), we propose to use a technique based on a sym-
bolic computation of the observability matrix in which the
terms are not explicitely expressed but whose nature (lin-
ear, nonlinear polynomial or rational) is only considered:
the procedure is detailed in [2, 6].

3 A 13D reaction network

A 13-dimensional rational reaction network describing the
cell cycle during the fission of the yeast [7] is here inves-
tigated. Its Jacobian matrix Jf = (Jij) is transformed

WANCSA’2017, Normandie University, Le Havre, France – July 4-5, 2017 3
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into the symbolic Jacobian matrix J̃f = (J̃ij)




1̄ 1̄ 0 1 0 0 0 1 0 0 0 0 0

1̄ ¯̄1 1̄ 1 0 0 0 1̄ 1 1 0 0 1̄
0 1̄ 1̄ 0 0 0 0 0 1 0 0 0 0
1̄ 1̄ 0 1 0 0 0 0 0 0 0 0 0

1̄ 0 0 0 ¯̄1 0 0 1̄ 0 0 0 0 0

1̄ 0 0 0 0 ¯̄1 0 1̄ 0 0 0 0 0

1̄ 0 0 0 0 0 ¯̄1 1̄ 0 0 0 0 0
1 1̄ 0 0 0 0 0 1̄ 0 1 0 0 0
0 1̄ 1̄ 0 0 0 0 0 1 0 0 0 0
0 1̄ 0 0 0 0 0 1̄ 0 1 0 0 0

0 0 0 0 1̄ 0 0 0 0 0 ¯̄1 0 0

1̄ 0 0 0 0 0 0 1̄ 0 0 0 ¯̄1 0
0 0 0 0 0 0 0 0 0 0 0 0 1




(3)

by replacing each linear element Jij by 1, each non-linear
polynomial element Jij by 1̄, and each rational element

Jij by
¯̄1 whenever the jth variable appears in the denom-

inator or by 1̄ otherwise.
The number of times the ith variable occurs in linear

terms in the governing equations of the system is equal
to the linear out strength σl

out(i) of the ith variable, that
is, the number of elements J̃ij equal to one in the ith
column of the symbolic jacobian matrix whose diagonal
is removed. The larger the σl

out(i), the more likely the
ith variable is not to be measured. According to our linear
out-strength σl

out, we have five candidate variables to be
non-measured since

σl
out(1) = σl

out(8) = 1 < σl
out(4) = σl

out(9) = σl
out(10) = 2.

The linear off-diagonal elements (J̃ij = 1) are J̃14, J̃18,

J̃24, J̃29, J̃2−10, J̃39, J̃81, and J̃89. There is therefore a
single pair of exclusive candidate variables, that is, vari-
able x1 and x8 (J̃18 = J̃81 = 1). Variables x1, x9, and
x10 can therefore be removed from the set of measured
variables. The non-measured in-strength σnm

in are equal
to 2 for the five candidate variables. Our criterion does
not allow us to determine which variable out of the five
candidates can be discarded.

When we choose one of the candidate variables to not
be measured, we obtained a full observability. When one
of the variables x6, x7, x11 and x12 is removed from the
the set of measured variables, the symbolic observability
coefficient was equal to zero for any possible combination
of their first derivative: these variables must therefore
to be measured. In fact, these four variables have no in-
connection other than with themselves, as easily deduced
from the symbolic Jacobian matrix (3) of the DNA model.

Right after we checked whether it was possible to re-
trieve a full observability from our two potential sets of
variables to not be measured, namely {x1, x4, x9, x10} and
{x4, x8, x9, x10}. For instance, the reconstructed state
vectors

(x1, ẋ1, x2, ẋ2, x3, ẋ3, x4, x5, x6, x7, x11, x12, x13)
(x1, ẋ1, x2, ẋ2, x3, x4, x5, x6, x7, x10, x11, x12, x13)
(x1, ẋ1, x2, x3, ẋ3, x4, x5, x6, x7, x10, x11, x12, x13)

provide a full observability. When 9 variables are mea-
sured, the largest value for the symbolic observability co-
efficient we get is equal to 0.93, a sufficiently high value
to ensure a very good observability of the original state
space (a value of 0.75 is the estimated threshold for a
good observability [8]). Therefore, it seems useless to
explore into smaller sets of measured variables because
the observability of the original state space will be no
longer sufficient to allow a good discrimination between
the different states of the system. We observed that by
measuring only five with only five variables , the sym-
bolic observability coefficient was already zero. In Fig. 1
we report how the observability of the original state space
depends on the cardinality of the set of measured vari-
ables.

012345678910111213
Number of measured variables N

v

0

0,2

0,4

0,6

0,8

1

η

Figure 1: Largest symbolic observability coefficient η ver-
sus the number Nv of measured variables for the DNA
model.

This is an important intermediate step before address-
ing larger complex networks.
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SELF-LOCALIZATION OF ANONYMOUS ROBOTS FROM
AERIAL IMAGES

Olivier Poulet, François Guérin and Frédéric Guinand ∗†

Abstract

This paper presents three different methods for the local-
ization of identical robots thanks to aerial pictures avail-
able at regular time intervals. Robots are anonymous,
they do not have any identifier allowing self-identification
and they cannot communicate with each others. Robots
are moving in their environment. The proposed local-
ization methods rely on these movements, through the
analysis of angular or distance variations. Simulation is
used for the evaluation of the methods.

1 Introduction

Robots localization is of key importance for cooperative
control [1]. In multi-robots systems, when robots use the
positions of others robots to compute their own position,
the problem is called cooperative localization [2]. In [4]
the authors express the difference between relative mutual
positions and absolute mutual localization depending on
robot’s frame, if they are fixed or moving. In most works
about cooperative localization methods, robots are not
anonymous. In the works of Franchi & al, robots are
anonymous. In [3] the authors develop an algorithm based
on a particle filter to compute relative mutual positions,
however, robots have the ability to communicate with
each other to send and received poses with an index.

In our work, we assume that an aerial camera is avail-
able and it takes, periodically, pictures of a fixed area
where all the robots are present. All robots are identical
and are unable to communicate with each others. Their
initial position is unknown. They have odometric sensors
to mesure their rotation and linear speed. Camera sends
to the robots, at regular intervals, pictures of the area on
which all the robots appear, as illustrated on Figure 1.
Camera is the single point of centralization. The chal-
lenge, for each robot, is to localize itself on the pictures.
In the second part, the three formulations for localization
are described, experiments and results are presented in,
respectively, the third and the last part.

∗Olivier Poulet and Frédéric Guinand are with LITIS labora-
tory, Normandy University of Le Havre, France. E-mails: pouleto-
livier@yahoo.fr, frederic.guinand@univ-lehavre.fr
†François Guérin is with GREAH laboratory, Normandy Univer-

sity of Le Havre, France. E-mail: francois.guerin@univ-lehavre.fr

(   ,   )x1 y1

(   ,   )x2 y2
(   ,   )x3 y3

(   ,   )x4 y4

Photo 1 Photo 2

Figure 1: All robots receive, at regular time intervals, the
same pictures and compute the coordinates of all anony-
mous robots. The question is: who am I?

2 Problem formulation

2.1 Angular variation

This first method is the simplest. It is necessary that cam-
era can mesure positions and orientations of each robot.
The localization begins with the reception of a first pic-
ture (date t1). Each robot r records all the orientations
θir of all the robots. At the same time, each robot realizes
a random constant rotation in the same sense until the re-
ception of the second picture (date t2). Then, each robot
records again the angles θfrf of all the robots. Each robot
knows its own rotation speed ω between the two dates.
Robot r compares ω.(t2 − t1) with θfr − θir in order to
estimation its position.

2.2 linear speed variation

This method uses the Pinhole camera model. Camera has
its coordinate system and a image plane parallel to axes
X and Y. Robots moved on a floor plan. It is assumed
that the two plans are parallel as illustrated on Figure 2.

One Robot m wants to realize its self-localization
among n robots. When it receives picture 1, it realizes
a linear move at a random speed until the reception of
picture 2. The robot realizes the distance R to R’ (d0).
Between pictures 2 and 3, the robot moves again linearly
at a different random speed. The robot m realized the dis-
tance R’ R”(d1). The projection distances on the camera
plane are d′0 and d′1. The robot knows its ratio a = d0

d1
,

and with Thales theorem it comes that a =
d′
0

d′
1
. Finding

the robot positions on each of the three pictures consists
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X

Y
Camera

Plan of the camera  

Photo 1

Photo 2

Photo 3

d0

d1

d0'

d1'

Z

R

R'
R''

Plan of the robots

r

r'

r''

Figure 2: A robot realizes a linear motion between posi-
tions R, R’, R”, coordinates on pictures 1, 2, 3 and r, r’,
r” the projections on the camera plane.

in finding min|a−r|, where r is a matrix (dimension (n3))
of all the possible ratios for all the distances between the
3 pictures. It is possible to reduce the matrix dimension
r if we consider the linearity of 3 points from 3 pictures
(dimension becomes n).

2.3 Localization during a random motion

N robots move according to differents trajectories. For
expressing their movement we use the Char model:



ẋ
ẏ

θ̇


 =




cos(θ) 0
sin(θ) 0

0 1


 .

(
v
r

)

x, y are the coordinates of robots, θ represents the dif-
ference between speed angular vector and X axis, v and
r are respectively the linear and the rotation speeds.

The movement of the robot between two positions is
illustrated in Figure 3.

pm

pm+1

pm+2
pm+3

pm+4

pm+5 p j

pn

p j−1

pn−1

X

Z
Camera

Y

θm

θj

v⃗m v⃗ j

v⃗ n

θn

Figure 3: Robots positions from place pm to pn with in-
termediate positions pj discretized

Using the Taylor tranformation f(x0 + h) = f(x0) +
hf ′(x0) + hε(h), we prove that Char model becomes:(

xn − xm
yn − ym

)
= δt

∑n
j=m+1

(
λ. cos(θm + δt

∑j
k=m+1 rk)

λ. sin(θm + δt
∑j

k=m+1 rk)

)
vj

δt is the discretization time and we assume that λ = f
Z

in Pinhole model is known. The only unknown variable

is θm. This means that if there is an existing identical θm
for two coordinates between two consecutive pictures, we
know the initial and final coordinates of the robot. We
have solved this system for the self-localization only with
two consecutive pictures.

3 Main results

To experiment the methods, we used the multi-robot sim-
ulator Player-stage and augmented reality software Ar-
toolkit to determine coordinates. We tested only with
2 anonymous robots. The frequency of pictures was 10
seconds.

Self-localization Method sucess rate
Angular variation 96.9%
linear speed variation∗ 84%
localization during motion 83.9%

∗ we have considered the linearity movement between 3
pictures.

4 Conclusion

We have presented three methods for self-localization in
a multiple anonymous robots system. We have showed
that the three methods have a success rate greater than
80%. Each of these methods have advantages and disad-
vantages, but in all the cases, robots received all of the
anonymous coordinates set of the multi-robots system.
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EXPLORING CHAOTIC DYNAMICS BY PARTITION OF
BIFURCATION DIAGRAM

Boonyarit Changaival∗, Martin Rosalie†

Abstract. Chaotic dynamical systems have been recently suc-
cessfully used to replace uniform probability functions in several
algorithms in optimization and machine learning. In this work,
we propose a study on the use of bifurcation diagrams and first
return map in the Rössler system for producing chaotic dynamics.
Then, we plan to use these chaotic dynamic for optimization
problem. With a bifurcation diagram we can also distinguish the
periodic solutions apart from the chaotic solutions. By studying
the chaotic solutions, we can then achieve a first return map which
is a signature of the dynamical system and throughly study the
complexity of the latter with a certain set of parameters. As a
result, the partition in the bifurcation diagram is provided. From
the first return maps, we are able to confirm the complexity of the
dynamics in those partitions along with the transitions between
them.

Keywords. Bifurcation Diagram, Chaotic Dynamics, First Return

Map, Rössler System, Uniform Random Function

1 Related works

Rössler system was first introduced as a system for study-
ing chemical reactions [4]. The system is defined by three
differential equations:





ẋ = −y − z
ẏ = x+ ay
ż = b+ z(x− c) .

(1)

The solutions that are retrieved from the system can be
an attractor (chaotic solution) or a periodic solution. The
first derivative ẋ, ẏ and ż is the definition of the problem
where the x, y and z are the variables of the system; all
variables at t = 0 are called initial conditions. A series
of variables x, y and z from t = 0 → ∞ is the solution
of the system. Lastly, a, b and c are parameters to alter
the behavior of the system. Regarding the parameters,
Sprott and Li [5] proposed a method to generalize these
parameters (a, b and c) modification with α as seen in:





a = 0.2 + 0.09α
b = 0.2− 0.06α
c = 5.7− 1.18α .

(2)

∗Boonyarit Changaival is with Faculty of Science, Technology
and Communication (FSTC-CSC), University of Luxembourg, Lux-
embourg. E-mail: boonyarit.changaival@uni.lu
†Martin Rosalie is with Interdisciplinary Centre for Security, Re-

liability and Trust (SnT), University of Luxembourg, Luxembourg.
E-mail: martin.rosalie@uni.lu

From this parametrization, it has been shown that the
system can only generate attractors with the same dy-
namics, i.e., with no more than three branches Fig. 1
(readers are encouraged to consult [3] for further details).

Figure 1: The bifurcation diagram where α is varied in
Eq. (2) for the Rössler system Eq. (1).

The purpose of our work is to obtain more complex
chaotic dynamics from this bifurcation diagram by using
the banded chaos parts. We expect to improve algorithm
performances by introducing these type of chaotic behav-
ior.

2 Bifurcation Diagram Partition

A bifurcation diagram can be used as a tool to illustrate
the behavior of each state in a chaotic dynamical system
when a parameter is varied. This bifurcation diagram can
only be obtained after the system discretization. We used
the Poincaré section to complete this task.

The bifurcation diagram of the Rössler system with
α = [−0.5, 1.2] is presented in Fig. 2. It can be clearly
observed that there are three kinds of areas in the dia-
gram. The first kind is a very sparse area, e.g. in the
period of α = [0.3, 0.4]. These values of α give periodic
solutions. The second kind is a dense area, e.g. the pe-
riod of α = [−0.1, 0.2]. These α yield chaotic solutions.
The third kind is a dense area with a gap, e.g. the period
of α = [1.1, 1.15]. The attractor yielded from these α is
called “Banded Chaos”. The characteristic of the banded
chaos is more complex than previously mentioned chaotic
attractors. Readers who would like to pursue further de-
tails should refer to [3].
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We compute our first return maps with this equation:

ρn = (yn − UB)/(LB − UB) (3)

where LB stands for “Lower Bound” and UB is for “Up-
per Bound”. These upper bound and lower bound are
based on the bifurcation diagram. As shown in Fig. 2, the
bifurcation diagram does not have a linear shape. There-
fore, the diagram has been divided into several parts to
ensure that we extract the values of ρn in [0, 1] and re-
trieve non-equivalent dynamics from the bifurcation dia-
gram. This is because the Rössler dynamics can be con-
sidered similar as a whole using templates and subtem-
plates according to [3]. LB and UB in Eq. (3) can be
found in Eq. (4) and Eq. (5) respectively. In this work,
we provide the partitions of α = [−0.5, 1.2] since the pe-
riod of α < −0.5 are mostly periodic and not entirely our
focus.

LB = 0.110626× α2 − 10.585 + 0.4141× α (4)

UB =





6.04162α− 2.8 if α = [−0.5,−0.22]
−7.16446α2 + 3.31662α− 3.05252 if α = (−0.22, 0.192]
−0.99127α− 2.49 if α = (0.192, 0.790)
−4.31521α− 4.01651 if α = [0.790, 0.876]
−0.99127α− 2.49 if α = (0.876, 1.102)
23.673α− 34.2435 if α = [1.102, 1.155]
−0.99127α− 2.49 if α = (1.155, 1.2]

(5)

Figure 2: The bifurcation diagram with the upper and
lower bounds.

A first return map is a dynamical signature of a system
under an influence of a set of parameters. In the case of
our work, the parameter is α. The map is drawn from a
plot of ρn against ρn+1 obtained from the partitions. The
first return map does not only help in discerning whether
the state of system is periodic or chaotic, but also aids in
studying the complexity of the system behavior through
the concept of branch in the first return map as described
in [3]. The difference can be seen in Fig. 3 and Fig. 4,
where our partition is not applied in the former, but the
latter for the same value of α. Thus, a first return map
with four branches (more complex) is obtained.

Figure 3: First Return Map of α = 1.135 when the whole
bands of “Banded Chaos” is considered.

Figure 4: First Return Map of α = 1.135 when only a
lower band of “Banded Chaos” is considered.

3 Conclusion

In this paper, we provide a novel partition method that
can extract high complexity behaviors from a banded
chaotic attractor through a bifurcation diagram in the
Rössler system. As future work, we aim to deploy the
Rössler system in optimization algorithms such those that
appeared in [1, 2] and graph traversal algorithm.
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TURING’S THEORY OF MORPHOGENESIS APPLIED TO
STREET LAYOUT, FIRST APPROACH

Stefan Balev, Antoine Dutot, Damien Olivier and Michele Tirico ∗

Abstract. Urban morphology tries to understand the spatial struc-

ture of cities. It searches to identify the patterns and underlying

substructures but also the process of city development. Our contri-

bution follows this last direction. We model the development pro-

cess of graphs representing the streets network using Turing model.

Keywords. Graphs, Morphogenesis, Cities, Complex sociotechni-

cal Systems

1 Introduction

Cities are complex sociotechnical systems [1] constituted
by a very large number of heterogeneous entities which
evolve and interact. Urban morphology tries to under-
stand the spatial structure of cities. It searches to iden-
tify the patterns and underlying substructure but also the
process of city development. In a first time, we consider
the structure and the development of the road network
that define the street layout of our towns. We know that
this approach is reductionist, anyway streets give struc-
ture of our cities and we hope that the model we incre-
mentally develop could evolve with the complexity.

The problem consist to generate graphs under con-
straints which are spatially and temporally coherent. The
constraints influence (facilitate or impede) the develop-
ment of the graph.

In 1952, Alan Turing has considered the striping pat-
terns than we can observed for example on the tiger
pelage (see figure 1). His hypothesis was that a mech-
anism of reaction/diffusion [2] was at the origin of the
structures present in certain biological tissues. It is a
chemical process with two morphogens: an activator and
an inhibitor.

We revisit this model to generate graphs showing struc-
tures.

2 Turing Model

Turing has imagined a chemical mechanism composed of
two morphogens, an activator A and an inhibitor I that
diffuse and react with each other. The environment is ho-
mogeneous. The activator A favors its own formation and

∗Normandie Univ, UNIHAVRE, LITIS, 76600 Le Havre, France.
emails : subname.name@univ-lehave.fr

Figure 1: Credit: J. Patrick Fischer / Wikimedia Com-
mons / Public Domain

diffuses slowly. The production of the inhibitor I is stim-
ulated by A. I diffuses rapidly and inhibits the formation
of A. This mechanism generates patterns.





∂A

∂t
= F (A, I) −dAI +DA∆A

∂I

∂t
= G(A, I) −dIA +DI∆I

Production Degradation Diffusion

Reaction

The initial conditions are a random uniform distribu-
tion of the two morphogens.

Since A is an autocatalyst and diffuses slowly, it stimu-
lates production of itself and it concentrates into a peak.
In the same time A boosts production of its inhibitor I

which diffuses more quickly than itself. A concentrations
decrease around the peak. At a sufficiently large distance
from the peak, the influence of the inhibitor is too low
and a peak appears. Turing explains in his paper [2] that
a such system yields six potential stable states, depending
on the production and degradation of reaction terms and
wavelength of the pattern. One of them (type 6 in the
original paper) shows stationary waves with finite wave-
length (see figure 2).
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Figure 2: Two-dimensional patterns generated by the
Turing model. These patterns were made by an identical
equation with slightly different parameter values. Source:
[3]

3 Coupling Turing Model and
Graph

The simulation model is simple. There is a grid which
represents the space where the reaction take place. The
space is discretised. Each cell contains an amount of in-
hibitor and activator. For one step, the process is the
following :

to Execute

Production

Degradation

Diffusion

WhatColor

end

The activator has a color Ca and when the activator
concentration is above a threshold the cell is colored by
Ca. This algorithm produces two-dimensional patterns
(see figure 3).

Figure 3: Netlogo simulation of Turing Model

Our model is a model with two levels. The first one
is the Turing model and the second one is a temporal
graph generated by the morphogenesis process (see figure
4). A node is created when the activator concentration
is greater than a threshold. The creation retroacts on
the first level by accelerating degradation of the activator
and the production of the inhibitor. Different strategies
are studied. The nodes are connected with their spatial
neighbours.

4 Conclusion

This work is in progress. We have to study the parameter
space. Anayway, we think that the concept of morphogen-
esis offers a new dimension to the urban study: the time,

(a) t = 1000 (b) t = 2000

(c) t = 4000 (d) t = 6000

Figure 4: Example of Turing model coupled with a graph

considered here as a dynamic continuum rather than as a
result of a succession of distinct states. The morphogen-
esis tries to capture the organizational laws underlying
the existence and development of urban forms. We have
also to define a third level representing the streets layout
(curves, intersections ...).
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LOCAL NASH EQUILIBRIUM AND UNFAVORABLE
INDIVIDUALS IN SOCIAL NETWORKS

Yichao Zhang, Jihong Guan and Shuigeng Zhou ∗†‡

Abstract. In this talk, we mainly discuss two topics: local Nash
equilibrium and unfavorable individuals in social gaming networks.

Nash equilibrium is widely present in various social disputes. As
of now, in structured static populations, such as social networks,
regular, and random graphs, the discussions on Nash equilibrium
are quite limited. In a relatively stable static gaming network, a
rational individual has to comprehensively consider all his/her op-
ponents strategies before they adopt a unified strategy. In this
scenario, a new strategy equilibrium emerges in the system. We
define this equilibrium as a local Nash equilibrium. We present an
explicit definition of the local Nash equilibrium for the two-strategy
games in structured populations. Based on the definition, we inves-
tigate the condition that a system reaches the evolutionary stable
state when the individuals play the Prisoners dilemma and snow-
drift game. The local Nash equilibrium provides a way to judge
whether a gaming structured population reaches the evolutionary
stable state on one hand. On the other hand, it can be used to
predict whether cooperators can survive in a system long before
the system reaches its evolutionary stable state for the Prisoners
dilemma game.

In the second topic, we investigate the topological properties of

unfavorable individuals in evolutionary games. The unfavorable in-

dividuals are defined as the individuals gaining the lowest average

payoff in a round of game. Since the average payoff is normal-

ly considered as a measure of fitness, the unfavorable individuals

are very likely to be eliminated or change their strategy updating

rules from a Darwinian perspective. Considering that humans can

hardly adopt a unified strategy to play with their neighbors, we

propose a divide-and-conquer game model, where individuals can

interact with their neighbors in the network with appropriate s-

trategies. We test and compare a series of highly rational strategy

updating rules. In the tested scenarios, our analytical and simula-

tion results surprisingly reveal that the less-connected individuals

in degree-heterogeneous networks are more likely to become the un-

favorable individuals. Our finding suggests that the connectivity of

individuals as a social capital fundamentally changes the gaming

environment.

Keywords. Game theory, social networks, Nash equilibrium, scale-

free networks, small-world networks.
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INFLUENCE OF COUPLING ON EQUILIBRIA AND HOPF
BIFURCATIONS IN A NETWORK OF HINDMARSH-ROSE

NEURONS

N. Corson, V. Lanza and N. Verdière ∗

Abstract. In this work, we focus on networks composed of cou-

pled Hindmarsh-Rose (HR) neuron models. One HR neuron admits

up to three equilibrium points and can undergo a Hopf bifurcation,

with the small parameter corresponding to the ratio of time sca-

les between the fast and the slow dynamics as bifurcation para-

meter. The studied networks describe a population of neurons in-

terconnected by electrochemical interconnections, called synapses.

To understand how the interactions among the neurons influence

the appearance and the properties of such global oscillations may

be crucial in order to characterize these complex dynamics. From

a mathematical point of view, the emergence of coordinated beha-

vior corresponds to the existence of global periodic oscillations, that

can arise for example through Hopf bifurcations. Here, we consi-

der directed acyclic networks of bistable units and we investigate

the coupling effects on the Hopf bifurcations occurrence and on the

number of equilibria of the entire network. Indeed, it is well-known

in literature that in case of multistability in a single element of the

network, new equilibrium configurations arise due to the coupling.

Keywords. Hindmarsh-Rose system - Hopf bifurcation - bistabi-

lity - directed acyclic networks - coupling

The main part of this work has been published in [2].

The Hindmarsh-Rose model is an autonomous system
of three nonlinear ordinary differential equations able to
reproduce the rich dynamics of a neuron, such as spiking,
bursting and chaotic behaviors [9]:





ẋ = y + ax2 − x3 − z + I
ẏ = 1− dx2 − y
ż = ε(b(x− cx)− z).

(1)

Parameters a, b and d are experimentally determi-
ned, I corresponds to the applied current, while cx is
the x-coordinate of the leftmost equilibrium of the two-
dimensional system given by the first two equations of (1)
when I = 0 and z = 0, respectively. As observed in vari-
ous biological systems, neuron activity presents different

∗N. Corson, V. Lanza and N. Verdière are with Norman-
die Univ, France; ULH, LMAH, F-76600 Le Havre; FR CNRS
3335, ISCN, 25 rue Philippe Lebon 76600 Le Havre, France.
E-mails: nathalie.corson@univ-lehavre.fr, valentina.lanza@univ-
lehavre.fr, nathalie.verdiere@univ-lehavre.fr

time scales. This can be explicitly observed in HR system,
in which the first two equations control the fast dynamics
while the third one controls the slow one. Therefore, HR
neuron model is a slow-fast system and the parameter ε
corresponds to the ratio of time scales between the slow
and the fast dynamics.

In literature, bifurcations analysis in HR neurons have
been carried out essentially from a numerical point of
view [3, 5, 11, 6], due to the complexity of the theoretical
analysis. At our knowledge, few theoretical works have
been proposed on Hopf bifurcation in a single HR
model (see [1]). In this work, we prove theoretically
the existence of Hopf bifurcations and give simpler
conditions than in [1] on system parameters for these
bifurcations to occur. By exploiting the Hassard method
[8], explicit formula are obtained for studying their
direction, stability and period.

Furthermore, we focus on Hopf bifurcations in directed
acyclic networks of non-identical linearly coupled HR neu-
rons. This type of networks includes different kinds of
classical topologies and suitably models the inherent hier-
archical structures in the brain [4]. In general, neu-
rons are interacting through synapses [7], which can be
either electrical (gap junctions), modeled by linear cou-
pling functions, or chemical (neurotransmitters), modeled
by nonlinear coupling functions. Here we suppose to have
only electrical synapses and more generally, we consider
directed acyclic networks of linearly coupled HR neurons:





Ẋ1 = F1(X1)

Ẋ2 = F2(X2) +G2(X)
...

ẊN = FN (XN ) +GN (X),

(2)

where Xi : R → R3, Xi = (xi, yi, zi)
T , X =

(X1, . . . , XN )T and Fi : R3 → R3,

Fi(Xi) =



yi + ax2i − x3i − zi + I

1− dx2i − yi
εi(b(xi − cx)− zi)


 , i = 1, . . . , N,
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Figure 1: Few examples of directed acyclic networks:
chain network (if kij = 0 ∀j 6= i − 1); transitive closure
of the chain (and any intermediate state of this closure);
star network (if kij = 0 ∀j 6= 1); any acyclic directed
graph with a source vertex.

and Gi(X) =




−
i−1∑

j=1

kji(xi − xj)

0
0


 , i = 2, . . . , N.

In (2), Gi denotes the linear coupling function between
neuron i and the (i − 1) first neurons. Moreover, since
the coefficients εi can be different, we consider a directed
acyclic network of linearly coupled non-identical HR neu-
rons. This choice of network topology includes different
kinds of classical topologies, provided that there is one
source node and no cycles. For example, see Fig. 1.

We show how the existence, stability, direction and
period of Hopf bifurcations in a directed acyclic network
can be theoretically deduced from the analytical results
obtained for one neuron. Moreover, the influence of
coupling on the existence of Hopf bifurcations and on
the appearance (or disappearance) of periodic behaviors
is investigated.

Finally, we consider the case when a single HR neuron
is bistable and we study the emergence of new equilibria
in an acyclic directed network with a source vertex of
HR neurons. Indeed, it is well known in literature [10]
that in case of multistability we have new equilibrium
configurations that arise due to the coupling. It is possible
to show that a network of N neurons exhibits up to 3N

equilibria and, by increasing the coupling strength, some
of them collide and disappear and, at the end, only trivial
equilibria remain. Moreover, the new equilibrium points
can undergo Hopf bifurcations.
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A MULTI-SCALE NETWORK OF DYNAMICAL SYSTEMS
COUPLED BY AGENTS

A. Banos, N. Corson, B. Gaudou and S. Rey-Coyrehourcq ∗†‡§¶

Abstract. This talk adresses the spread of a disease within a net-

work of interconnected cities. A first possible approach, at a macro-

scopic scale, consists in coupling ODE systems exploiting popula-

tions on nodes and flows on edges (meta-population model). A

second approach consists in coupling ODE systems on nodes and

agents traveling on edges, making the model hybrid. Under ho-

mogegenous conditions, the comparison between the two models

leads to similar results on the outputs. However, when it comes to

setting up different epidemic control strategies, results rapidly di-

verge between the two approaches. In this work, we focus on some

control strategies, which are quarantine, avoidance and risk culture,

to explore the differences, advantages and disadvantages of the two

models and discuss the importance of being hybrid when modeling

and simulating epidemic spread at the level of a whole urban sys-

tem.

Keywords. agent-based modeling; city systems; disease spread;

mobility; model coupling; metapopulation; network; ODE.

This presentation deals with a work mainly presented
in [3]. This work adresses the propagation of an epidemy
within interconnected cities interacting through the air
network. In each city, an SIR model [10] represents the
epidemic dynamics. Mobility between cities is intro-
duced both in an aggregate (MetaPopulation model) and
disaggregated (agents) manner. In both cases, we are
therefore dealing with coupled SIR on spatial networks.

Interconnected cities modeling often involves coupling
processes at different spatial and temporal scales. Sin-
gle scalar models, whether completely aggregated at the
macroscopic scale or completely disaggregated at the mi-
croscopic level, are struggling to reach these goals. The
spatial and temporal coherence of coupled models at dif-
ferent scales is therefore an important issue. As such, the
modeling of the spread of epidemics in structured popu-
lations is a particularly active area of application.We fo-
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cus more specifically on the spread of infectious diseases
between cities via air network. The aim is to compare
two different formalizations of the same problem: one,
described as ”MetaPopulation”, is based on an aggre-
gate deterministic modeling of coupled urban epidemic
dynamics while the other is stochastic and combines ag-
gregated and agent-based modeling.

The first approach - MetaPopulation - comes from re-
searches led in ecology [8, 9] then was applied to vari-
ous fields, especially in models examining the spread of
diseases within networks [2, 11, 4]. This formalism al-
lows handling very large populations being spatially dis-
tributed. Corresponding models are mainly used to study
the conditions for spread of disease and to test different
control strategies or behavioral adaptations at a macro
scale [11].

The second approach aims to overcome the limitations
inherent to the first one, including heterogeneous popula-
tions and behaviors, and is arguably more adapted when
it comes to integrate intentionality, reflexivity and adapt-
ability of humans in the model [5, 7, 6].

To our knowledge, only a few works [1] mobilize and
compare these two approaches. Papers focusing on agent-
based models insist more on the comparison between
individual-based models and equation-based models (eg
to estimate the parameters of the equations from dynamic
generated by individuals interactions [12, 6]).

However, when studying social phenomena, as in a ur-
ban context, such couplings may be required. This is the
case, for example, once a background dynamics must be
introduced forming the evolving context in which individ-
uals or groups of individuals interact. Handling spatial
and temporal coherence of the models at different scales
is an important issue, as well as the exploration of the
properties of hybrid models [11]. Indeed, model coupling
brings out a number of fundamental problems, such as:

1. the preservation of population during transfers be-
tween the macro scale (rational numbers) and micro
scale (whole numbers);

2. the inclusion of a population considered as homoge-
neous in the aggregated model components and of
heterogeneous individuals in its disaggregated com-
ponents;
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3. the articulation of different scales of time and space,
handling for example the spread of an epidemic at a
city level and the travelling behavior of individuals;

4. the characterization of the behavior of the global
model and its properties, which can not be reduced
to the properties of each of its components.

In this presentation, we first introduce the two epidemic
spread models in a spatial network and then propose a
comparison between the two modeling approaches. Miti-
gation strategies are then introduced at different scales.
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MATHEMATICAL MODELING AND NUMERICAL SIMULATION
OF HODGKIN-HUXLEY NEURONS FOR COMPLEX NETWORK

IN V1 CORTEX.

Mohamed Maama ∗

Abstract.

The brain is an interesting machine, our joys, sorrows, memories,
and ambitions are no more than the electrical activity of a large
assembly of nerve cells.
The brain is the most complex organ in the human body that
contains 100 billion of neurons, which have two physiological prop-
erties: the excitability, i.e., the ability to respond to stimulations
and convert them into nerve impulses, and the conductivity, that
means the ability to transmit impulses. Neurons from the same
individual are differentiated by changing their genetic, but in the
application, we assume that all them are identical.
A neuron consists of dendrites, a cell body, an axon, and synaptic
terminals. This structure reflects its functional subdivision into
receiving, integrating and transmitting compartments.
It lives in a noisy environment, that is, it is subjected to many
sources of noise, for example, the opening and closing of channels
is a probabilistic event. Moreover, neurons in the cerebral cortex
recorded in vivo show very irregular firing in a large range of firing
rates, and there is a wide variability in the spike trains of neurons
from trial to trial.
From a dynamical system point of view, neurons are excitable
because they are near a transition, called bifurcation, from resting
to spiking activity (in the sense that they are typically at rest but
can fire spikes).

Or, each neuron is connected to approximately 10000 other
neurons. These connections called synapses, are arranged in
a highly complex network. They are responsible for neuronal
communication and can be classified into two basic mechanisms:
chemical synapses and electrical gap junctions.
The electrical synapse is the simplest form of synapse which
consists of intercellular channels allowing ions and small molecules
to pass from one cell to the next. Clusters of these channels, which
consist of proteins, form gap-junctions. Intriguingly, these can be
found in almost every mammalian cell. Gap junctions are thought
to support to support synchronization of larger populations of
neurons (e.g. Hu and Bloomfield, 2003; Perez Velazquez and
Carlen, 2000).
Unlike chemical synapses, in electrical synapses the transmission
of information from one neuron to another is directly performed
from the pre-synaptic cell to the post-synaptic cell via gap junctions.

In chemical synapses, the process occurs via neurotransmit-
ters, which cross the synaptic cleft and bind to receptors on
the membrane of the synaptic cell. Neurotransmitters may
increase or decrease the probability of an action potential of a
post-synaptic neuron, and the synapses are called excitatory or
inhibitory, respectively. Furthermore, the intensity of the chemical
synapses can be modified, it means that, they can be minimized
or potentiated (Dagostin AA, Mello CV, Leao RM. Increased
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bursting glutamatergic neurotransmission in an auditory forebrain
area of the zebra finch (Taenopygia guttata) induced by auditory
stimulation).

The electrical current which results from the release of a unit
amount of neurotransmitter at the time t0 is:

Isyn(t) = gsyn(t)(V (t)− Esyn), t ≥ t0
Where:

• gsyn(t) is the synaptic conductance;

• V (t) is the tension across the post-synaptic membrane;

• Esyn is the equilibrium potential of the ion channels that me-
diate the synaptic current.

We consider here the more physiologically realistic Hodgkin-
Huxley model. It was developed half a century ago by Alan
Hodgkin and Andrew Huxley. They carried out an elegant series
of electrophysiological experiments on the squid giant axon in the
late 1940s and early 1950s.
The squid giant axon is notable for its extraordinarily large
diameter ( 0.5mm). Most axons in the squid nervous system and
in other nervous systems are typically at least 100 times thinner.
The large size of the squid giant axon is a specialization for rapid
conduction of action potentials that trigger the contraction of the
squids mantle when escaping from a predator.
In addition to being beneficial for the squid, the large diameter
of the giant axon was beneficial for Hodgkin and Huxley because
it permitted manipulations that were not technically feasible in
smaller axons that had been used in biophysical studies up to
that point. In a well designed series of experiments, Hodgkin and
Huxley systematically demonstrated how the macroscopic ionic
currents in the squid giant axon could be understood in terms of
changes in Na+ and K+ conductances in the axon membrane.
Based on a series of voltage-clamp experiments, they developed a
detailed mathematical model of the voltage-dependent and time
dependent properties of the Na+ and K+ conductances.

The HH model is a system of four non linear differential equa-
tions:





Cm
dV
dt

= −gNam3h(V − ENa)− gKn4(V − EK)− gL(V − EL) + Iext
dm
dt

= αm(V )(1−m)− βm(V )m
dh
dt

= αh(V )(1− h)− βh(V )h
dn
dt

= αn(V )(1− n)− βn(V )n

(1)
Where:

αm(v) :=

{
0.1(v+40)

(1−exp(
−(v+40)

10
)
v 6= −40,

1 v = −40.

βm(v) := 4 exp(
−(v+65

18
).

αh(v) := 0.07 exp(
−(v+65

20
).
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βh(v) := 1

1+exp(
−(v+35)

10
)
.

αn(v) :=

{
0.01(v+55)

(1−exp(
−(v+55)

10
)
v 6= −55,

0.1 v = −55.

βn(v) := 0.125 exp(
−(v+65)

80
).

Inversion potentials Maximum Conductance
EK = −77 mV gK = 36 mS/cm2

ENa = 50 mV gNa = 120 mS/cm2

EL = −54.4 mV gL = 0.3 mS/cm2

The differential equation corresponding to the synaptic conduc-
tance is as following:

τ
dgsyn(t)

dt
= −gsyn(t) + gsynδ(t− t0),

Where δ(t) is a Dirac distribution that takes an infinite value at 0,
and the zero value elsewhere, and whose integral over R is equal to

1. δ(t) =

{
+∞, t = 0

0, t 6= 0
et
∫+∞
−∞ δ(t) dt = 1.

Also δa(t) = lim
a→0

1
a
√
2π
e

−t2

2a2 ,

The primary visual area (V1) of the cerebral cortex is the
first stage of cortical processing of visual information. Area V1
contains a complete map of the visual field covered by the eyes. It
receives its main visual input from the lateral geniculate nucleus
of the thalamus (LGN), and sends its main output to subsequent
cortical visual areas (Maunsell and Newsome, 1987; Van Essen and
Felleman, 1991).

Thanks to high neuronal density and large area, V1 contains
a vast number of neurons. In humans, it contains about 140
million neurons per hemisphere (Wandell, 1995), i.e. about 40
V1 neurons per LGN neuron. Such divergence gives scope for
extensive processing of the images received from LGN.
The visual input to the brain begins in the retina that is able
to convert light from different parts of visual stage into a code.
This code is composed of electrical impulses called spikes or action
potentials. After that it goes to LGN and then to primary visual
cortex V1 that located at the back of the head.

V1 is one of the best understood areas of the cerebral cortex,
and constitutes a prime workbench for the study of cortical
circuits and of computations. Numerous factors contribute to
this fortunate position: we understand the nature of its main
inputs, we know what stimuli make its neurons fire, and we can
easily make those stimuli thanks to computer displays. More-
over, in many species area V1 lies at least partly on the surface,
and is therefore particularly accessible for various imaging methods.

The mammalian primary visual cortex (V1) plays an integral
role in many discrimination, recognition and classification tasks.
It performs diverse functions, and is well known to be immensely
complex. As a dynamical system, V1 likely demands many degrees
of freedom to support the great variety of dynamical processes ac-
companying its many visual tasks. The aim of the present study
is to gain insight into these processes via computational modeling:
We designed a mechanistic model, carefully benchmarked it using
physiological data, and analyzed the underlying dynamics.

In this work, we introduce a complex network dynamics of
Hodgkin-Huxley (HH) neurons with chemical synapses to model
a local neuronal population in V1 as following:





Cm
dV
dt

= −gNam3h(V − ENa)− gKn4(V − EK)− gL(V − EL)
−gE(V − VE)− gI(V − VI) + Iext

dm
dt

= αm(V )(1−m)− βm(V )m
dh
dt

= αh(V )(1− h)− βh(V )h
dn
dt

= αn(V )(1− n)− βn(V )n

(2)
For a neuron n of type Q ∈ {E, I}, its conductances satisfy the

following equations:

{
τE

dgE
dt

= −gE + SQE
∑∞
i=1 δ(t− t

syn,E
i ) + Sdr

∑∞
i=1 δ(t− tdri )

τI
dgI
dt

= −gI + SQI
∑∞
i=1 δ(t− t

syn,I
i )

(3)
And we focus on the numerical simulation of all-to-all coupled

HH networks with Poisson spike inputs. In this talk, I will start by
an overview of V1 cortex, the physiology of neurons and chemical
synapses, after that I will show our model associated to V1 and its
numerical results.
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Abstract. This paper proposed a method to identify system 
unknown parameters of complex network. Aim at system un-
known parameters, a method which used generalized synchro-
nization (GS) was proposed. This method base on the Barbalat 
lemma and Lyapunov stability scheme, an auxiliary complex 
network with different topology and different dynamics is 
constructed, and some adaptive controllers are designed to 
identify system parameters upon GS with delay coupling. 
Compare to the method based on complete outer synchroniza-
tion, the proposed method can construct the simple and low 
dimensions dynamics to identify the parameters of high di-
mensions dynamics. Numerical simulations are provided to 
show the effectiveness of the proposed method. 
Keywords. Complex networks, Generalized synchronization, 
Parameters identification, Adaptive controller 
 
1  Introduction 
Complex networks, such as transportation and phone net-
works, the Internet, wireless networks, and the World Wide 
Web, play an important role in our life. Significant progress 
has been made in understanding complex networks since the 
discovery of their small-world [1] and scale-free [2] character-
istics. Recently, synchronization of complex networks has 
evoked broad interest. Two basic tools are used to analyze 
various synchronization problems encountered in complex 
networks. The first is the master stability function, proposed 
by Pecora and Carroll [3], and the other is the connection 
graph stability method, proposed by Belykh et al. [4,5]. 
   However, many complex network synchronization studies 
assume that system parameters are known. When the system 
parameters are unknown, it is difficult to study complex net-
work synchronization. For complex networks with unknown 
system parameters, we first set it as a drive network, and then 
construct a respond network with different structure and dy-
namical equations. The generalized synchronization of a cou-
pled delay network is realized and the parameters of the sys-
tem are successfully identified. 
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2 Drive and response network model 
Consider the following a drive and response network 
model, and the system parameters of the drive network 
are unknown. Each network contains N nodes, and the 
dynamic in each network is same. However, the struc-
ture of each network is different.  The upper layer is the 
driving network, and the lower layer is response net-
work, as shown in Figure 1. 
 

 
Fig. 1 Model of drive network and response net-
work(dashed 
links as interlayer links between networks) 
 
The network model is described as below 

 
Where x and y are the dynamic states of the drive and 
response systems, respectively. The functions f and g are 
node dynamics of the drive and response systems.  c is 
the coupling matrix, and use d to estimate the topology 
of the drive network.  
The drive and the response network is generalized syn-
chronization if  
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3  Main results 
In this section, the generalized synchronization and pa-
rameters identification are studied.  
First, define the synchronization error  

 
Then, set the controller and the adaptive function 

 
Then, under the controllers and adaptive regular, the 
drive and response network can reach generalized syn-
chronization, and the system parameters of the drive 
network can be identified. 
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A CASCADING FAILURE MODEL TO STUDY STRESS
PROPAGATION IN CROWDS

Rodolphe Charrier ∗†

Abstract. This work proposes an enhancement of the classical Hel-

bing’s model of crowd dynamics with a nervosity factor, by adding

an emotional propagation network within the crowd seen as a social

network.

Keywords. Crowd dynamics, complex networks, emotional conta-

gion, panic disorders, Coupled map networks

1 Introduction

Emotional propagation in crowds is a key problem when
one intends to understand and model crowd phenomena
in critical situations, like the panic emergence during
catastrophic events and emergency situations. One
may think about many recent events link with earth
quakes, terrorism attacks and so on . . . Our approach
here is indeed based on the postulate that emotions,
namely strong emotions, can propagate within the crowd,
sometimes very rapidly. This approach fits the theory
of emotional contagion, mainly adopted among north
american psychologists [1], which is based on mimicry
behaviors through perceptions. However, this study is
made difficult by the lack of real data, or at least of
sufficiently exploitable data. One of the other difficulties
is the fact that these sort of phenomena can not easily be
reproduced by experiment, because of legal and ethical
reasons. That is why one of the most convenient way to
tackle the problem is computer simulation using basic
models. One of the most famous model, the one we use
here, is the Helbing’s social force model [2] based on a
particle system modeling. In details, this model describes
the kinematics of a multi-agent system behaving like solid
balls. An evolution of this model have been proposed
to deal with panic situation by including a nervosity
factor in [3]. But this nervosity keeps beeing only a
kinematic quantity which depends only on the velocity
of individuals, and therefore can not really account for
the nervosity contagion observed by psychologists.

Our approach gives an internal and network dimension
to the nervosity factor of Helbing’s model to fill this gap.

∗Rodolphe Charrier is with Laboratory of Computer Science, In-
formation Processing and Systems, Le Havre Normandy University,
Le Havre. E-mails: Rodolphe.Charrier@univ-lehavre.fr
†Manuscript received June, 2017

The network dimension is revealed by the network of per-
ception between agents within the crowd, while the inter-
nal dimension is linked with a coupled map model. The
scenario we study in this work is inspired by some cascad-
ing failure problems [4] : an agent/node of the network
becomes suddenly highly nervous/stressed. We then ob-
serve the outcome of the emotional perturbation within
the network, while this perturbation propagates through
the directed edges of the network.
To finish with this overview of our modeling approach, a
last point is to be mentioned : what is the failure in our
problem and how to characterize it? A possible answer is
given by medical studies on panic disorders : when panic
disorders appear in human beings, it can be revealed by a
high chaotic signature (measured by entropy calculus) of
internal physiological signals like the heart beat and/or
the respiratory frequency [6]. This important point may
validate the resort to the specific dynamical model of Cou-
pled Map Network (CMN) [5], which can give chaotic dy-
namics with linear couplings, to simulate the propagation
of the stress/nervosity in the crowd in our simulations.

2 Modeling design

The Helbing’s model of social forces with nervosity may
be written in two parts in the the main dynamic law (we
won’t go into details here, details can be found for exam-
ple in the paper [3]):

mi
dvi(t)

dt
= γi(t) + ξi(t)

• the first term is the sum of forces exerted on an agent
i (in order: an individual goal/motivation force, re-
pulsive social forces, contact social forces and repul-
sive forces to avoid obstacles) which is written:

γi(t) = gi(t) + f soci (t) + fphi (t) + fobsi (t)

• and the second term is a fluctuation term evolving
between two extrem values, which is governed by the
nervosity ni of the agent i:

ξi(t) = (1− ni) η0 + ni ηmax
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the nervosity factor is only given by the ratio between
the desired velocity of the agent and his averaged
velocity (it is bound in [0, 1]):

ni(t) = 1− vi(t)

v0i

Our approach intends to couple this nervosity factor with
another internal parameter xi of the agent i bound in
[0, 1], which gives the emotional dynamics of the agent
depending on the interaction network where he evolves.
The interaction network is determined by the relative per-
ceptions between agents (see fig. 1). On this network, the
parameter is governed by the master updating equation
(the same as Coupled Map Networks):

xi(t+ 1) = (1− ε)f(xi(t)) +
ε

|Vi|
∑

j∈Vi

f(xj(t))

where f is the nonlinear logistic map :
f(xi(t)) = 4 ai xi(t)(1−xi(t)) with the control parameter
ai: when ai = 1, this map generates chaotic time series,
which can be detected by calculating the entropy Si of
the series. If Si > 0 then the series is chaotic [7]. The
linear coupling leads to propagate the chaotic dynamic
within the network.
The last aspect is the link between the nervous factor and
the emotional dynamic parameter xi by the two following
formula:

ai(t) = (1− ni(t))ai(0) + ni(t)

ni(t) = F ((1− vi(t)

vi(0)
) ∗ (

2

1 + exp−Si(t)
)

where F (z) = min{z, 1} and Si(t) is the entropy calcu-
lated on the xi time series.
Doing this, we get a feedback loop between the movement
of the crowd and the emotional propagation network.

Figure 1: Construction of the perception network and
propagation of a chaotic signal in the network [8].

Our scenario of cascading failure is as follows: to be-
gin with we consider failure in our problem as the chaotic
signature of a dynamic signal, linking with medical ob-
servation (cf. introduction). Then when a first agent
becomes highly nervous/stressed, that is his emotional
internal parameter xi becomes chaotic (revealed by the
entropy Si > 0), he begins to transmit his nervousness to
others in the crowd by perceptive interaction/coupling.
Then many agents can get nervous/stressed without see-
ing any immediate danger.

3 Simulations and Main results

We show in this section some results of simulations us-
ing the preceding model in a corridor with a bottleneck
caused by obstacles (fig.2).

Figure 2: Simulations of stress propagation from top to
bottom with the Helbing’s model and with our propaga-
tion network at the same time step. ”Normal” agents are
in blue while nervous agents are in red [8].

Figure 3: Comparison of the number of nervous agents
(agents with a nervosity factor over 0.5) [8].

The main outcome lies in the fact that stress propa-
gation makes the agents very nervous very soon, that is
the information of a problem propagates very fast in the
system, upstream to the obstacle (see fig.3). Moreover
this information produces a counterintuitive effect here,
that is a better fluidity of the crowd.
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IDENTIFICATION OF A SOURCE ON A NETWORK

Jean-Guy CAPUTO, Adel Hamdi and Arnaud KNIPPEL

1

Keywords. miscible flows on networks, source detec-
tion, Laplacian matrix, spectral graph theory

Abstract

We study how to identify a time-dependent source on a
node for a wave equation on a network. We prove, un-
der reasonable assumptions, that the time records of two
strategic nodes yield uniqueness of the source node and
source signal. We develop a non-iterative identification
method to localize the source node. The source signal is
then calculated using two expressions based respectively
on a convolution and a Fourier expansion. Numerical
results on a simple graph confirm the soundness of the
approach and show that it can be easily implemented in
practice.
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USING BLOCKCHAIN TO SECURE TRANSACTIONS FOR
LOGISTICS NETWORKS IN SMART PORTS

Narimane Benhellal, Claude Duvallet and Cyrille Bertelle ∗

Abstract. Logistics networks and decentralized supply chains are

main applications of complex networks. New challenges of their

evolution through connected intelligent infrastructures need new

concepts to fluidify and secure transactions.

In particular, port systems tend to digitization and automation of

data based on Smart Port concept in order to improve port ser-

vices and optimize transport flows. To secure transactions in a

Smart Port, we propose to use Blockchain technology by dint of its

opportunities in terms of transparency (or traceability), interoper-

ability, secure and decentralized exchanges without the oversight or

intermediation of any third party. In this paper, we will present

Blockchain technology, its benefits as well as its use for transporta-

tion networks in Smart Ports.

Keywords. Smart Port, Blockchain, Distributed Database, Secu-

rity, Decentralized architecture.

1 Introduction

Intelligent transport represents a new concept of infor-
mation and communication in the field of transportation.
It provides new logistics and transportation applications
and supply chain management solutions. It can also opti-
mize the tracking and delivery of goods. The Smart Port
concept has attracted the attention of big and medium-
sized commercial ports such as the Port of Hamburg, Port
of Amsterdam, and Port of Le Havre [1]. The main goal is
to collect sensor data and automate process while focus-
ing on IoT (Internet of Things [2]), Big Data and business
intelligence technologies.

Smart port extends smart city concept [3] in term of
technological integration but also in term of energetic
management and environmental issues. The smart con-
cept is applying to territorial transformation in term of
port-city interface to improve the previous issues to the
benefit of citizen.

In order to make the Smart Port concept an enabler
of port strategies, we have to know how to gather data
that belongs to different sensor owners (terminals, port
authorities, truckers, etc.) and how to manage the ex-
change of this data safely [4].

∗n.benhellal, c.duvallet and c.bertelle are with LITIS, Nor-
mandie Univ, France. E-mails: n.benhellal@gmail.com,
claude.duvallet@univ-lehavre.fr, cyrille.bertelle@univ-lehavre.fr

The port of the future must respond to many chal-
lenges facing the port sector such as speed and size of
ships which have an impact on the productivity of the
port. To achieve that, the port must be smarter by using
innovative technologies to avoid the waste of space, time
and resources.

Smart port allows to use the existing capacities of the
port optimally and maximally. It allows an efficient use of
energy and infrastructure, it minimize energy consump-
tion and achieves highest levels of pollution reduction by
using innovative transportation planning [5].

Beyond the Smart Port Concept, a new innovative tech-
nology called Blockchain has upsetted the advent of the
Internet [6]. Thanks to Blockchain, it becomes possible
to exchange data with others without passing through an
intermediary trusted third party, with a minimal cost and
in a secure way [7].

In the following sections, we will show how to use
the Blockchain to secure transactions for transporta-
tion networks in Smart Ports. Firstly, a presentation of
Blockchain technology as well as its benefits and oper-
ating principle will be made. Secondly, we will present
the benefits of using Blockchain in Smart Port for logis-
tics networks. Finally, we will emphasize some related
perspectives for future research work.

2 Blockchains to secure transac-
tion networks

2.1 Overview

Blockchain consists of digital containers on which are
stored information of all kinds: transactions, contracts,
payment, works of art, etc. All of these blocks form a
digital and decentralized database that stores and trans-
fers data via Internet [8] in a transparent, secure and
autonomous way and without a central control [9].

Cryptographic tools are implemented to ensure the safe
and secure functioning of the distributed ledger [9]. The
Blockchain can authenticate, certify and record data and
preserve their integrity.

Validation of transactions in Blockchain is carried out
independently and randomly by the members (nodes) of
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Figure 1: Authenticate the sale of a property through the Blockchain [10].

the peer-to-peer network on which Blockchain is main-
tained, and that allows exchange and direct sharing of
files between computers. This random process makes
excessively difficult the premeditated injection of false
transactions in Blockchain. The Blockchain therefore al-
lows for a system based on trust, without the need for the
parties involved in a transaction to trust each other.

Regarding to security aspect of Blockchain, our idea
is to use it and its decentralized architecture in order to
facilitate maritime operations since the data and trans-
actions are recorded in blocks and to be able to offer new
opportunities to all parties and reduce risks.

2.2 The operating principle

The most known application of Blockchain is Bitcoin. To
understand the functioning of this technology, we will ex-
plain briefly Bitcoin mechanism.

Bitcoin customers must create a virtual wallet. This
one is destined to receive their virtual money. It also
contains (at least) a public key, which authenticates the
author of each transaction, and a private key, which al-
lows to sign transactions. Finally, we find in this wallet
a Bitcoin address which is obtained from the public key
by using ”hashing” operation, which makes it possible to
associate a set of data with a unique ”digital print”.

If one of the users wants to transfer a block that con-
tains information of several transactions to be validated,
the block is then broadcast through all the nodes of the
peer-to-peer network which manages the Blockchain Bit-
coin (see figure 1).

3 Using Blockchain in Smart Port
for Logistics Networks

The possibilities of safely sharing between parties of
Blockchain technology create many opportunities for lo-
gistics and supply chain applications. It creates a per-
manent digital public register of transactions that can be
shared across a distributed network.

The benefits of Smart Ports include enhancement of
transparency and data sharing, reduction of errors and
better detection of fraud.

It is also possible to cover a smart contract in
Blockchain to eliminate the use of an intermediary in
which the parties have confidence by replacing it with
program code auditable by all the parties. Smart contract
could shorten the contracting chain between the customer
and a company for short contracts. It could also certify
and simplify the registration of the chain.

Marine Transport International (MTI) uses Blokc-
chain technology to record and store Verified Gross Mass
(VGM) data. Instead of a VGM message delivered se-
quentially to parties within the supply chain, Blockchain
platform can provide a decentralized approach to deliver
VGM messages [11].

The use of Blockchain technology could therefore sup-
port the digitization efforts of the Smart Ports, thanks
to its cryptographic process and its decentralized archi-
tecture. It also facilitates maritime operations since data
and transactions are recorded in blocks.

The aim of using a plateform of Blockchain in port
network is to manage and trace all of its containers around

WANCSA’2017, Normandie University, Le Havre, France – July 4-5, 2017 25



Using Blockchain to secure transactions for transportation networks in Smart Ports

the world reliably and securely. Reducing fraud, transit
time and stock caused by this new system should allow
to perform considerable economies [12].

Our vision is to use a sustainable Blockchain platform
that meets the requirements of maritime transport sys-
tems in terms of security and transparency by connecting
transport ecosystems into one distributed network.

4 Conclusion

The use of Blockchain’s decentralized platform on trans-
portation networks port, in particular the smart port sys-
tem, will make possible to manage port operations effi-
ciently and faster, secure production processes at a lim-
ited cost, while taking into consideration storage space,
time, money and the environment

This work shows the benefits of Blockchain in port
world. We will continue to develop the Blockchain tech-
nology for the Smart Port concept and implement a col-
laborative decentralized platform that meets the require-
ments of logistics networks.
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PARAMETER ESTIMATION IN A COUPLED MODEL
DESCRIBING THE TRANSMISSION OF THE CHIKUNGUNYA

TO THE HUMAN POPULATION.

N. Verdière, S. Zhu and L. Denis-Vidal ∗†‡

Abstract. This talk adresses a numerical procedure based on a dis-

tribution approach for doing parameter estimation in a nonlinear

dynamical model describing the transmission of the chikungunya

virus to the human population. The advantage of this numerical

procedure is not to require any knowledge about the value of the

parameters or about the statistics of measurement uncertainties.

Furthermore, it attenuates a part of the noise improving conse-

quently the results of the parameter estimation.

Keywords. Parameter estimation, Distribution approach, Nonlin-

ear models, Epidemiological model, Chikungunya virus.

This presentation deals with a submitted work in a
journal about the estimation of unknown parameters
in a recent model describing the transmission of the
chikungunya virus to the human population.
The parameter estimation done from noisy observa-
tions can be a difficult and major task for validating
a nonlinear model. Parameter estimation is usually
carried out by optimizing some criterion function over
the parameter space [4, 13]. However, these methods
necessitate a first initial guess which can be obtained
either by tests in the industrial domain or by a numer-
ical procedure based on measurements [1, 3, 5, 8, 11].
The quality of this first initial guess ensures that the
optimization process will take a reasonable amount of
time, and may not converge to a local unrealistic solution.

[1, 3, 5, 8, 11] propose each of them a parameter estima-
tion method based on the use of input-output polynomi-
als, that is polynomials depending only on the inputs, the
outputs and the parameters of the model. For example,
the authors in [8] use iterative integrals in the frequency
domain whereas [5] exploits the modulating functions but
applied to very simple models. In [3], the authors work
in the temporal framework with a distribution approach,
this idea being close to the modulating functions.
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The advantage of all these methods are that the inte-
gral properties permit to decrease the order of derivatives
and to incorporate naturally the initial conditions, if
necessary. Indeed, their consideration in the numerical
estimation procedures may improve the results. As
explained in [2, 12], these integrals attenuate the effect
of some noises as well.

The chikungunya is a recurrent tropical disease since
50 years. Until 2000, this virus was confined to African
countries. However, several epidemics have been reported
in non tropical regions as in the Réunion island (a French
island in the Indian Ocean) in 2005-2006, in Italy in 2007
or more recently, in the South of America, in the Carabes
and in central America in 2014. This epidemic comes
from the transmission vector, the Aedes Albopictus [10]
that has developed capabilities to adapt to non tropical
region.

The authors in [6] developed a model describing the
transmission of the chikungunya virus to human popu-
lation and taken into account the biological life cycle of
the mosquito. The difficulty of the model proposed by [6]
comes from the different sensitivities of the vector pop-
ulation model to its parameters. Consequently, classical
parameter estimation algorithms are difficult to put in
place. A first identifiability study had been done on this
model in [7, 9]. This study is important in the first step
of a parameter estimation procedure since it ensures that
the parameter values can be uniquely inferred from input-
output measurements. If this property is not verified, the
numerical procedure may either fail or give unrealistic pa-
rameter values.
In this presentation, we focus our attention on the strat-
egy put in place and based on the distribution method
for estimating the parameters of this model.
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PERIODIC ORBITS IN NONLINEAR WAVE EQUATIONS ON NETWORKS

J. G. Caputo∗, I. Khames∗, A. Knippel∗ and P. Panayotaros †
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nonlinear periodic orbits, φ4 lattice, graph Laplacian.

Abstract

We consider a discrete nonlinear wave equation (discrete
φ4 model [1]) in an arbitrary finite graph. The system can
be used to model coupled electromechnical oscillators.
We show that inspecting the normal modes of the graph
Laplacian [2], we can immediately identify which ones
can be extended into nonlinear periodic orbits (general-
izing work of Aoki [3]).
We define monovalent, bivalent and trivalent nonlinear
periodic orbits depending whether their components are
+1 or −1,+1 or −1, 0,+1. Modes without 0 (soft nodes
[4]) include the Goldstone [5] and the bivalent modes, so-
lutions with spatial patterns that are typical for systems
with power nonlinearity but are absent for the widely
studied Fermi-Pasta-Ulam (FPU) systems and lead to dif-
ferent ways for the system to distribute energy.
We perform a systematic linear stability (Floquet) anal-
ysis of these orbits. The linearized equations for Gold-
stone and bivalent orbits are decoupled. For chains (lin-
ear graphs), we find that the Goldstone mode is stable
for a wide range of parameters while the bivalent mode is
always unstable.
The stability analysis for modes with soft nodes is more
complicated. Numerical results for trivalent orbits show
that periodic orbits that continue nondegenerate linear
modes are unstable below an amplitude threshold. Orbits
continued from modes with frequency degeneracy are al-
ways unstable and we can see the growth of other modes,
as indicated by our analysis.
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EXPLORING SOFT GRAPHS
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Abstract

We are interested in graphs whose graph laplacian have
an eigenvector with a null component. These null compo-
nents play an important role when the graph Laplacian
is used to describe miscible flows on a network. On these
null components, any action, control or observation of the
system is impossible; because they are so important it is
useful to detect them in general networks.

The graph laplacian is the matrix of node degrees minus
the adjacency matrix : we refer to [3] for definitions and
results on graph spectra. In a previous work [1] we called
soft node a vertex corresponding to such a component.
In the case of a multiple eigenvalue, any component of an
eigenvector may be zero and we call absolute soft node a
vertex with value zero for all eigenvector in the subspace.

Here we call λ-soft graphs graphs with a soft node for
an eigenvalue λ. We present a classification [2] of λ-soft
graphs containing up to 6 nodes, as well as some partic-
ular classes of graphs, sorted by value of λ. This shows
a structure within each λ-soft set with transformations
connecting its members. This suggests that we can build
soft graphs and find eigenvectors with soft nodes combi-
natorially.
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Abstract 
In this work, we study the berth allocation problem in 
the automotive transshipment terminal which operates in 
Le Havre port. Automotive transshipment terminals, 
also called Ro-Ro (i.e. Roll-on/Roll-off) terminals form 
a link in the transport chain for transshipment and tem-
porary storage of cars. The ships arrive to and depart 
from the terminal for transferring cars in a given plan-
ning period. These ships must be assigned to berthing 
positions under some spatial and temporal constraints. 
Spatial constraints (i.e. allowable draft, length feasibility 
and ramp type) restrict the feasible berthing positions of 
ships while temporal constraints (i.e. availability of 
berthing positions and car drivers) restrict the berthing 
and departure times of ships. After berthing, each ship is 
handled by a team of drivers who are responsible of the 
transportation of the cars from the quay to their parking 
slots and vice-versa. 
The main objective here is to minimize of the total 
waiting and handling time of the ships. The handling 
time (the unloading and loading time of cars) depends 
on several parameters. In this work, we explicitly ex-
press this time in terms of the distance traveled by the 
cars to be transferred (for unloading and loading) be-
tween the possible berthing positions and the parking 
slots, the total number of cars that has to be transferred, 
and the number of drivers assigned to the ship. This ex-
pression is realistic since it takes into account the main 
characteristics of Le Havre port Ro-Ro terminal. We 
also implement a mixed integer programming formula-
tion of the problem and solve it using CPLEX 12.2. The 
instances used in the test set are based on realistic data 
and use the handling time model presented before. 
Then, we investigate other operational goal which is the 
minimization of the car flow congestion within the ter-
minal.  
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MULTIPLE HOPF BIFURCATIONS IN COUPLED NETWORKS OF
PLANAR SYSTEMS

Guillaume Cantin, M.A. Aziz-Alaoui, Nathalie Verdière, Valentina Lanza ∗

Abstract. In this communication, we study coupled networks built
with non-identical instances of a dynamical system exhibiting a
Hopf bifurcation. We first show how the coupling generates the
birth of multiple limit cycles. Next, we project those coupled net-
works in the real plane, and construct a polynomial Hamiltonian
system of degree n, admitting O(n2) non-degenerate centers. We
explore various perturbations of that Hamiltonian system and im-
plement an algorithm for the symbolic computation of the Melnikov
coefficients.
Keywords. Limit cycle, Hopf bifurcation, Hamiltonian system,
Melnikov coefficients, coupled network.

1 Sequence of Hopf bifurcations
in a directed chain of oscillators

Let us consider a directed chain of oscillators, built with
the normal form of a Hopf bifurcation

ρ̇ = ρ(λ− ρ2), θ̇ = 1, (1)

where (ρ, θ) denote the polar coordinates of a generic
point (x, y) in R2. The whole coupled network is given
by




ρ̇1 = ρ1(λ1 − ρ2
1)− ερ1

ρ̇k = ρk(λk − ρ2
k) + ερk−1 − ερk, 2 ≤ k ≤ n− 1

ρ̇n = ρn(λn − ρ2
n) + ερn−1.

(2)

We consider that the cells have the same angular veloc-
ity, that is θ̇ = 1, so we omit it in the equations of the
network. For n = 3 and λ3 < 0 < λ1 < λ2, in absence
of coupling (ε = 0), cells 1 and 2 each admit one unsta-
ble equilibrium point, and one stable limit cycle whose
respective radius ρ̄1, ρ̄2 satisfy ρ̄1 < ρ̄2. Cell 3 admits a
unique stable equilibrium point. If the coupling strength
ε weakly increases, we observe the appearance of a second
cycle in cell 2, and simultaneously the appearance of two
different cycles in cell 3. If ε keeps increasing, the cycle
of greater radius first vanishes, and finally the other cy-
cle vanishes too. Finally, the three cells present the same

∗Laboratoire de Mathématiques Appliquées du Havre,
Normandie University, Le Havre, France. E-mails:
guillaumecantin@mail.com, aziz.alaoui@univ-lehavre.fr,
nathalie.verdiere@univ-lehavre.fr, valentina.lanza@univ-lehavre.fr

dynamic only for quite large values of ε. The bifurcation
diagrams for cells 2 and 3 are depicted in Figure 1. This
shows that a very simple network can also generate new
limit cycles.

(a) (b)

Figure 1: Bifurcation diagrams for a three non identical
cells directed chain.

In order to prove that the chain exhibits this sequence
of Hopf bifurcations, we can make a local analysis based
on the calculation of the first Lyapunov coefficient in the
Poincaré normal form of the Hopf bifurcation [2, 4]. After
basic computations, the first Lyapunov coefficient is given
by

`1(µ) = − (2δ + 3µ)2

(λ1 − µ)2 , (3)

where δ = λ2 − λ1 measures the difference of the dynam-
ics of each node, and µ = λ1 − ε is a translation of the
coupling strength introduced in order to lighten the com-
putations. In particular, we have `1(0) = −4δ2

λ2
1

, thus the
Hopf bifurcation that occurs in the network is supercrit-
ical, and degenerates into a Bautin bifurcation point if
λ1 = λ2.

A longer chain can present a greater number of Hopf
bifurcations. Such coupled networks have been applied to
the study of neural networks or electric circuits networks
[5]. It is remarkable that the number of limit cycles in-
creases, but the degree of the polynomial involved in the
system (2) is constant. In the following, we investigate
the effect of projecting such a coupled network in the real
plane.
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Author(s) Name

2 Near-hamiltonian planar poly-
nomial systems of degree n ad-
mitting n3 limit cycles

In this section, we consider a Hamiltonian system admit-
ting n2 centers, and build a perturbation of that system.
We show some examples for which the perturbed system
admits n3 limit cycles. To that aim, we introduce the
following Hamiltonian system:

(Σn,m)
{
ẋ = Ey

ẏ = −Ex,
(4)

with n,m ∈ N∗,

E =
m∑

k=1
Ek

m∏

l=1
l 6=k

(x2 + y2 − ρ2
l )2, (5)

where ρ1 < ρ2 < · · · < ρm,

Ek = 1
2

n∏

i=1

[
(x− xi,k)2 + (y − yi,k)2] , (6)

with xi,k = ρk cos 2iπ
n and yi,k = ρk sin 2iπ

n .

Proposition 2.1. For any n,m ∈ N∗, the system (Σn,m)
is Hamiltonian, invariant under rotation of center (0, 0)
and angle 2π

n . Furthermore, it is polynomial of degree
O(n+m), and it admits n×m non-degenerate centers at
(xi,k, yi,k), 1 ≤ i ≤ n, 1 ≤ k ≤ m.

Figure 2: Energy levels of (Σ5,3) .

Now the difficult question is to find a polynomial per-
turbation of (Σn,m), of low degree, so that each center
bifurcates into a given number a limit cycles. Thus we
introduce for ε > 0 and r ∈ N∗ the near-Hamiltonian
system:

(
Σεn,m,r

)
{
ẋ = Ey + εP (x, y, δ)
ẏ = −Ex + εQ(x, y, δ),

(7)

with

P (x, y, δ) =
m∑

k=1
Pk(x, y, δ)

m∏

l=1
l 6=k

(x2 + y2 − ρ2
l ), (8)

where

Pk(x, y, δ) =
n∑

i=1
− sin 2iπ

n pk
(
− sin 2iπ

n x+ cos 2iπ
n y
)

×
[ n∏

j=1
j 6=i

(
− sin 2jπ

n x+ cos 2jπ
n y
) ]
,

and pk(u) =
r∑

s=0
δk,su

2s+3 for 1 ≤ k ≤ m.

Proposition 2.2. For any n,m, r ∈ N∗, the near-
Hamiltonian system

(
Σεn,m,r

)
is polynomial of degree

O(n+m+ r).
Finally, we present some examples for which we have

computed the Melnikov coefficients [1] at each non-
degenerate center, in order to show that

(
Σεn,m,r

)
can

admit n ×m × r limit cycles (see Table 1). It is a work
in progress to prove it in the general case. Such a general
theorem would constitute a new lower bound for Hilbert’s
number, that is H(n) ≥ O(n3) (see [3] and the references
therein).

Table 1: Some examples of system
(
Σεn,m,r

)
admitting

n×m× r limit cycles.

n m r Number of limit cycles
3 2 2 12
3 3 3 27
3 3 4 36
3 4 3 36
3 4 4 48
3 5 3 45
5 2 2 20
5 3 2 30
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MATHEMATICAL AND NUMERICAL STUDY OF NETWORKS
OF HODGKIN-HUXLEY REACTION-DIFFUSION SYSTEMS

A. Balti, B. Ambrossio and M.A. Aziz-Alaoui ∗

Abstract. In this work, we consider the networks of Hodgkin-

Huxley model. We give a mathematical and numerical analysis of

coupled reaction-diffusion Hodgkin-Huxley type. Thus, we used the

semi-group theory for proving the existence and the uniqueness of

solutions. And we show the existence of global solutions. Then, we

use the method of invariant regions, we prove the existence of the

global attractor in C(Ω̄). For the numerical simulation, we used

a method of ”splitting” for manipulation of nonlinear terms. We

explore some examples of the bifurcation phenomena and propaga-

tion of bursting oscillations through one and two coupled Hodgkin-

Huxley systems.

Keywords. Hodgkin Huxley model. Complex Dynamical Systems.

Reaction-Diffusion Systems

General description

The general network of Hodgkin-Huxley model (HH) with
duffision reads as:





C
∂Vi
∂t

= ∆Vi + I − [gNam
3
ih(Vi − ENa)+

gKn
4
i (Vi − EK) + gL(Vi − EL)]+

Hi(V1, ..., VN ),

∂ni
∂t

= αn(Vi)(1− ni)− βn(Vi)ni,

∂hi
∂t

= αh(Vi)(1− hi)− βh(Vi)hi,

∂mi

∂t
= αm(Vi)(1−mi)− βmi

(V )mi,

(1)

in a bounded domain Ω ∈ Rn and with homogeneous
Neumann conditions and where
u := (Vi)0...N , and v := (ni, mi, hi)0...N

Hi(u) =
∑

j∈{1,...,N}
αij(S−ui)Γ(uj) case of nonlinear coupling

(2)

∗Balti, Ambrossio and Aziz-Alaoui : Normandie Univ, France;
ULH, LMAH, F-76600 Le Havre; FR CNRS 3335, ISCN,
25 rue Philippe Lebon 76600 Le Havre, France. E-mails:
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aziz.alaoui@univ-lehavre.fr

and

Γ(s) =
1

1 + exp−λ(s−θ))

with S, λ > 0, θ ∈ R, αij ≥ 0.

Existence and uniqueness of solu-
tion and his asymptotic behaviour

We use the semigroup theory and the fixed point theorem
then we have this result of existence and uniqueness global
solution of (1).

Theorem 0.1. For all initial conditions
(V i(0), ni(0), mi(0), hi(0)) ∈ C(Ω̄)4n such that
∀x ∈ Ω, ni(0, x), mi(0, x), hi(0, x) ∈ [0, 1], there
exists a unique solution U ∈ C([0, + ∞[, C(Ω̄)4n) ∩
C1(]0, +∞[, C(Ω̄)4n) of (1).

Proof
Let Ω be a bounded domain in Rn.

C(Ω̄) the space of continuous functions defined on Ω.
We note E = (C(Ω̄)N , ‖.‖E) is a Banach spaces. Where
‖f‖E =

∑
1,N maxx∈Ω|fi(x)|.

First we consider the homogeneous problem. Thus, the
homogeneous solution with an initial condition U0 is given

UH = S(t)U0, (3)

where (S(t))t is analytic semigroup, see [1, 2]. In now,
for T > 0 we define the space F = (C[0, T [, E), where
‖u‖F = sup[0,T [‖u‖E . F is a Banach space. Then, we
apply the fixed point theorem to show the existence of
mild solution, See [1].

For the asymptotic behaviour, we use the invariant re-
gion technique and the classical some properties of ana-
lytic semigroup then we show the existence of a global
attractor of (1).

Theorem 0.2. The semiflow T (t) associate with system
(1) admits a global attractor A.

Proof
The system (1) has an invariant region. It’s easy to

prove that ni(t, x), mi(t, x), hi(t, x) ∈ [0, 1], ∀t ∈
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Figure 1: Representation of the V (x, t) for I = 7.6. We
have the coexistence of two attractive solutions.

[0, +∞[. For the potential variables, we use the prop-
erty of dissipativity, see [1, 2]. We can find tow Constant
values Vmin and Vmax, such that, Vi ∈ [Vmax, Vmax].
The existence of an invariant region give the global exis-
tence in time of solutions for our reaction-diffusion system
(1).

We denote by T (t) the semi-groupe associate with sys-
tem (1). We can write T (t) = T1(t) + T2(t). Then, the
main idea is to prove that the semi-groupe T1(t) is com-
pact operator for t > t0 and the semi-groupe T2(t) near
to zero for large time, see [1, 2].

Numerical results

We deal with system (1) with N = 1. We have proceeded
to numerical simulations in the interval [0, 10]. using our
matlab program with a uniform finite difference scheme
in space and a splitting method integration in time, see
[1, 2]. So, we explore the interesting phenomena: Coexis-
tence of two attractive solutions see the figure 1 and the
propagation of busting oscillations see the figure 2.

Conclusion

We have proved existence and uniqueness of solutions as
well as the existence of invariant region and of the at-
tractor in the space of continuous functions. We have
also exhibited bifurcation phenomena and propagation of
bursting oscillations.

Figure 2: Propagation of burst Oscillation for I = 134.
We represente the solutions V (x, t) for different instants
of time, t = 51, 100, 320, 2975.
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In future works, we aim to develop theoretical tools to
describe and analyze these phenomena.
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ENVIRONMENT IMPACT ON POLIO DISEASE

C. Balde, M. Lam, A. Bah, S. Bowong, J.J. Tewa ∗, †‡§

Abstract. The aim of this study is to show how the environment

contamination is influencial in the transmission dynamic of polio

disease. A new deterministic model for the transmission dynamic

of polio disease with environment contamination is disigned and

rigourisly analysis. We compute the basic reproduction number

Renv
0 and show that whenever Renv

0 < 1 the disease free equilib-

rium is globally assymptotically stable (GAS). And when Renv
0 > 1

we show that the full model has a unique endemic equilibrium which

is locally assymptotically stable(LAS). Then we compare this model
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ulty of Science and Technic, UCAD, Dakar (Senegal).
†A.Bah is with Department of Computer Engineering, National

Advanced School of Engineering, UCAD, Dakar (Senegal).
‡S. Bowong is with Faculty of Science, University of Douala,

Cameroon. E-mail: sbowong@gmail.com.
§J.Tewa is with National Advanced School of Engineering, Uni-
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to the deterministic model without environment contamination. We

prove the same results occurs for the GAS of the disease free equi-

librium and LAS of the endemic equilibrium whenever the corre-

sponding basic reproduction number R0 is less than and more than

unity respectively. Our finding suggests the contaminated environ-

ment plays a detrimental role on the transmission dynamics of polio

disease. Further, we perform numerical simulations to support the

theory.

Keywords. Poliovirus, environment contamination, human shed-

ding rate.
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ANALYSIS OF AN EPIDEMIC MODEL ON A NETWORK

Jean-Guy CAPUTO, Arnaud KNIPPEL and Fatima MOUATAMIDE

1
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Abstract

Networks or graphs are interesting tools for representing
complex systems due to their abstract and flexible con-
structions. In epidemiology, graphs are used to model
how an infection spreads: nodes can describe locations
where individuals live and links represent the connections
between them. Here, we analyze a KermacK-Mckendrick
model on a geographical network; this yields a system of
coupled differential equations involving the graph Lapla-
cian of the network.

We study the influence of the different parameters and
obtain a simple criterion for the onset of the epidemic.
We show how the weights on the branches impact the
propagation. Finally, in order to curb the epidemic we
examine different vaccination strategies by acting locally
on the parameters of the model. We illustrate these re-
sults on the network of the six major cities of Mexico and
on a larger network containing the fourteen main cities of
France.
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TRANSMISSION PROBLEM IN POPULATION DYNAMICS

Alexandre Thorel ∗

Keywords. Population dynamics, Diffusion equation,
Semigroups, Landau-Ginzburg free energy functional.

1 Abstract

We study a transmission problem, in population dynam-
ics, set in a cylindrical open set Ω of form:

Ω := ]a, b[ × ω, with Ω := Ω− ∪ Γ ∪ Ω+,

where Ω− := ]a, γ[ × ω, Γ := {γ}×ω and Ω+ := ]γ, b[ × ω
with γ ∈ ]a, b[ ⊂ R and ω ⊂ Rn−1.

In each habitat, we consider that there exists a popula-
tion and its dispersal is model by the following generalized
diffusion equation:

k∆2u− l∆u = f,

where k, l > 0. Here, the biharmonic term model the long
range dispersion whereas the laplacian model the short
range dispersion (see J.D. Murray [4]).

To study this problem, we use some techniques based
on operational differential equations: sums of linear oper-
ators, fractional powers of operators, semigroups theory
and interpolation theory (see M. Haase [2]), G. Dore &
A. Venni [1] and H. Triebel [5]).

More precisely, we writes equations into fourth order
operational equations in X := Lp(ω), p ∈ ]1,+∞[, a
complex Banach space.

Setting (u(x)) (y) := u(x, y) with x ∈ ]a, b[, y ∈ ω
and ∆y, the n − 1-dimensional Laplace operator, we de-
fine Au(x) := ∆yu(x) and D(A) the domain of A which
depends on considered boundary conditions. Then, we
obtain problem (P)

(P )





(EQ)

{
u
(4)
− (x) + (2A− l−

k−
I)u′′−(x) + (A2 − l−

k−
A)u−(x) = f−(x), a. e. x ∈ ]a, γ[

u
(4)
+ (x) + (2A− l+

k+
I)u′′+(x) + (A2 − l+

k+
A)u+(x) = f+(x), a. e. x ∈ ]γ, b[,

(BC)

{
u−(a) = ϕ−1 , u+(b) = ϕ+

1 ,
u′−(a) = ϕ−2 , u′+(b) = ϕ+

2 ,

(TC)





u−(γ) = u+(γ)
u′−(γ) = u′+(γ)

k+u
(3)
+ (γ) + k+Au

′
+(γ)− l+u′+(γ) = k−u

(3)
− (γ) + k−Au′−(γ)− l−u′−(γ)

k+u
′′
+(γ) + k+Au+(γ) = k−u′′−(γ) + k−Au−(γ).

∗Normandie Univ, UNIHAVRE, LMAH, FR-CNRS-3335, 76600
Le Havre, France. E-mails: alexandre.thorel@orange.fr

We use the results of [3] to show that, on some hy-
potheses on data of problem (P), we can build solutions

u− ∈W 4,p(a, γ;X) ∩ Lp(a, γ;D(A2))

and
u+ ∈W 4,p(γ, b;X) ∩ Lp(γ, b;D(A2))

of this problem satisfying the boundary conditions of (P).
Finally, we inverse an operational determinant to show
that among previous couples (u−, u+), only one satisfies
the transmission conditions. This couple is the unique
solution of problem (P) which have the expected regular-
ity. If A is a more general linear operator, under some
hypotheses on A, this result stay true.
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Abstract. Let G  be a graph with n  vertices and  let

, , ,1 2R R RnL  be distinct rooted graphs. The compound graph 

[ , , , ]1 2G R R RnL is obtained by identifying the root of Ri  
with the i -th vertex of G . Inspired by the study of community 
structure in connection networks, Tittmann, Averbouch and 
Makowsky introduce the subgraph component polynomial 
( ; , )Q G x y , which counts the number of connected compo-

nents in vertex induced subgraphs. The subgraph component 
polynomial contains several other polynomial invariants, such 
as the independence polynomial. Motivated by a result of 
Gutman on the independence polynomial of [ , , , ]1 2G R R RnL , 
we extend the result for the subgraph component polynomial. 
 
Keywords. Subgraph component polynomial; Independence 
polynomial; Compound graph; Cograph; Graph polynomials 

1 Introduction 
Throughout this paper, we will consider only graphs 

with no loops and multiple edges. Let ( , )G V E= be a 
finite and undirected graph with vertex set ( )V V G=  
and edge set ( )E E G= . If X V⊆ , then [ ]G X  is the sub-
graph of G  spanned by X . G X−  we mean the sub-
graph [ ]G V X− , and we write shortly G v− , whenever 
X v= . 

As usual, the complete graph on n  vertices is denoted 
by Kn . The open neighborhood of a vertex v  is the set 

( ) { ( ) : ( )}N v w V G vw E GG = ∈ ∉ , and the closed neigh-

borhood [ ] ( ) { }N v N v vG G= ∪ ; if there is no ambiguity on 
G , we use N(v) and N[v], respectively. The disjoint 
union of the graphs 1 2,G G is the graph 1 2G G G= ∪  

having as vertex set the disjoint union of ( 1 2), ( )V G V G , 

and as edge set the disjoint union of ( 1 2), ( )E G E G . For 
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ics, Hunan University of Commerce, Changsha, China. E-mails: 
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more standard definitions, we refer the reader to the text 
of Diestel [1].. 

An independent set in G is a set of vertices no two 
of which are adjacent. Let Ind(G) be the set of all inde-
pendent sets of G . Let ks  be the number of independ-
ent sets of cardinality k in a graph G with n vertices. The 
polynomial 

( ) ( ; ) 0 0 1
i nnI G I G x s x s s x s xi i n∑= = = + + += L   

is called the independence polynomial [2]. Since its in-
troduction in the early 1980s, the independence polyno-
mial has been the focus of considerable research . 

Let G  be a graph with vertex set 
( ) { , , , }1 2V G v v vn= L . Let further  , , ,1 2R R RnL  be dis-

tinct rooted graphs; the root of Ri  is denoted by ir . Then 

[ , , , ]1 2G R R RnL  is the graph obtained by identifying the 

vertex iv  of G with the root ir  of Ri , simultaneously for 
see figure 1. 

 

 
Figure 1 The construction of  [ , , , ]1 2G R R RnL  
Gutman [3] determined the independence polyno-

mial of [ , , , ]1 2G R R RnL . Denote by Ri
o the graph ob-

tained by deleting from Ri  the root-vertex ir  and the 

edges incident to it. Denote by Ri
•  the graph obtained by 

deleting from Ri  the root-vertex ir and the vertices adja-

cent to ir  and all the incident edges. 

Ri

R2

R1

Rn

v2

v1

vi

vnvn

vi

v1

v2

 
Proceedings of WANCSA 2017 
Normandie University, Le Havre, France – July 4-5, 2017 

 

Subgraph component polynomials of some compound graphs 

Xiaoliang Xie, Yunhua Liao1 

WANCSA’2017, Normandie University, Le Havre, France – July 4-5, 2017 41



XiaoLiang Xie, Yunhua Liao 

Theorem 1 [3] Let A be an independent set of the 
graph G. Define 

 
Then 

 
   The subgraph component polynomial ( ; , )Q G x y has 

been first introduced in [4]. Its formal definition is the 
following. Let A be a vertex induced subgraph of G and 
k(A)  denote the number of components of A. Let 
( )q Gij  be the number of vertex induced subgraphs A 

with i vertices and j components. The subgraph compo-
nent polynomial ( ; , )Q G x y  of G is defined as an ordi-
nary generating function for these numbers: 

 

2 Main result 
Fist, we derive a new recursive relation for the sub-

graph component polynomial. 
Theorem 2 Let G  be a graph and e uv= be an edge of 
G . Then 

 
Then, we study the subgraph component polynomial 

of  graph [ , , , ]1 2G R R RnL  .
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