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Abstract

When a set of nonlinear differential equations is investigated, most of time there is no analytical solution and only numerical
integration techniques can provide accurate numerical solutions. In a general way the process of numerical integration is the
replacement of a set of differential equations with a continuous dependence on the time by a model for which the time variable
is discrete. In numerical investigations a fourth-order Runge—Kutta integration scheme is usually sufficient. Nevertheless,
sometimes a set of difference equations may be required and, in this case, standard schemes like the forward Euler, backwarc
Euler or central difference schemes are used. The major problem encountered with these schemes is that they offer numerical
solutions equivalent to those of the set of differential equations only for sufficiently small integration time steps. In some
cases, it may be of interest to obtain difference equations with the same type of solutions as for the differential equations but
with significantly large time steps. Nonstandard schemes as introduced by Mickens [Nonstandard Finite Difference Models
of Differential Equations, World Scientific, 1994] allow to obtain more robust difference equations. In this paper, using such
nonstandard scheme, we propose some difference equations as discrete analogues of the Rdssler system for which it is showi
that the dynamics is less dependent on the time step size than when a nonstandard scheme is used. In particular, it has beel
observed that the solutions to the discrete models are topologically equivalent to the solutions to the Réssler system as long
as the time step is less than the threshold value associated with the Nyquist criterion.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Until recently, most of the physical processes have been modeled by differential equations where the processes
are assumed to be evolving continuously. When these differential equations are nonlinear, there are seldom any
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analytical solutions and only numerical integration techniques can provide numerical solutions to the original dif-
ferential equations. With the advent of digital computers, this is easily done using a fourth-order Runge—Kutta
integration scheme. Nevertheless, sometimes it could be desirable to replace the set of continuous-time differ-
ential equations with a set of difference equations for which the time is a discrete variable. When standard
schemes as the forward Euler, backward Euler or central difference schemes are used, the discrete system hg
solutions which are equivalent to those of the continuous counterpart only for sufficiently small discretization
time steps. With standard scheme, the upper value of the time step for which the solutions are equivalent to
the continuous counterpart is significantly smaller than the sampling time used for recording the time evolution
of a physical quantity. The question of a possible equivalence between differential and difference equations—with
relatively large time steps—and a new scientific theory advocating the discreteness of time have emerged
[2,3].

This equivalence is particularly important when comparing different global modeling techniques. Typically,
global modeling techniques can be used for obtaining a set of equations that capture the dynamics described by
recorded time series. Such techniques are based on phase space is reconstructions from the measured time ser
using either delay or derivatives coordinafd$ If derivative coordinates are used then we obtain a system of
ordinary differential equations with dimension equal to the dimension of the original phasdSp&2e the other
hand, if delay coordinates are ugédi then a set of difference equations is obtained. Most of time, the dimensions
of the obtained models are significantly greater than those of the original s\[§t@8k Such a feature was never
considered as a major problem since Takens proposed an existence theorem which ensures the existence of a recc
structed phase space that is diffeomorphically equivalent to the original phase space as long as the dimension of thi
former is sufficiently largg8]. Indeed, Takens’ criterion corresponds to a dimension significantly greater than the
dimension of the original phase space. Tempkin and Y{@kshowed that for almost any choice of measurements
(in the sense of prevalence), there exists a scalar difference equation that describes the evolution of the sequenc
of measurements whose dimension is larger than twice the box-counting dimension of the dynamical system’s
attractor.

Nevertheless, according to recent wofk€-12] where both types of techniques were applied successfully
to the same data sets, the dimensions and the number of terms of the obtained global models are different an
very much dependent on the techniques used. No direct comparison between the difference and the differentia
models was therefore possible. Moreover, the obtained global discrete model depends on the discretization time
step siz¢13]. Consequently, it becomes an important task to compare the global models provided by these modeling
techniques. It then appears obvious that, before being able to address correctly this problem, it is necessary to hav
a clear idea of the possible equivalence between differential equations with time step comparable to the sampling
time.

For all the above-mentioned reasons, we decided to reinvestigate the possible equivalence between differenc
and differential equations. This is obviously connected to the important problem of discretizing a set of ordinary
differential equationgl,14,15] In this context, it is well known that the discretization of continuous equations may
have solutions which depend on the discretization time stephsirel numerical instabilities may be encountered.
Numerical instabilities are solutions to the discrete finite difference equations that do not correspond to any solution
to the original differential equations. Such a feature occurs mainly when the stépisito large[16]. This may
also be encountered when the order of the difference equations is larger than that of the differential €dliations
which is one way in which models may become overparametfized

A simple example of numerical instabilities is observed in the discretization of the continuous-time logistic map
using the Euler scheme. Indeed, the elementary nonlinear ordinary differential equation

x(1) = x(O[1 — x(®)] (1)
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has two fixed points] = 0 andx} = 1. The first fixed point is unstable while the second is stable. Thus, every
solution ofx () with x(0) > 0 is asymptotically stable. Using the Euler-type discretization scheme

. Xnt+l — Xn
2

whereh > 0 denotes the discretization step size apdhe value ofx(¢) for r = nh. The elementargquation (1)
thus becomes

)

1
Xni1 = hx, <1+ - x,,) , (3)

which is a slightly modified version of the logistic map. This difference equation has two fixed points which are
still x7 = 0 andx} = 1. Nevertheless, the fixed poix} is stable only for 0< 2 < 2. When the discretization

step sizeh is increased beyontd = 2, a period-doubling cascade is observed as well as various chaotic attractors
and periodic solutions usually encountered in the logistic map. Consequently, it appears that the discretization of
Eqg. (1)is only valid, from the asymptotic behavior point of view, for a finite interval of the discretization step size.

In fact, Eq. (3)may be rewritten as

Xn41 = OxXp + szxﬁ, (4)

wheres, = h + 1 ands, . = —h. If we takes, = A ands,. = —A, we obtain the usual logistic map, wherés the
bifurcation parameter. It appears that the discretizatioBgpf(1)leads to a discrete equation which has the same
structure as the logistic equation siricandA are closely related. The discretization time siapay be viewed as

the bifurcation parameter of the equation. This will be also observed in the less trivial case of the Réssler system
also discussed in this paper.

Indeed, we will take advantage of the chaotic Réssler system when investigating, in a more precise way,
the possible equivalence between a set of ordinary differential equations and its discretization. The case of the
Rossler system, which is a simple set of three ordinary differential equations with chaotic behavior, will be
used because the behavior of such a system allows us to use topological afi#ysisoviding a quite ac-
curate characterization of the asymptotic behavior. In a rigorous way, difference and differential equations are
said to have the same general solution if and only,if= u(z,)|,=nn for ~ > 0. Here, we will investigate a
weaker equivalence in terms of solutions characterized by the same topology in the phase space. Such a topo-
logical equivalence will be very helpful tdistinguish displacement in the parameter space from numerical in-
stabilities Indeed, when the discretization time step size is varied within a certain range, the solution to the dis-
cretization model corresponds to a solution of the continuous counterpart with a displacement in the parameter
space.

The rest of the paper is organized as follo@sction driefly describes the topology of two characteristic solutions
of the Rossler system. I8ection 3 different nonstandard discretization schemes are used and their solutions are
investigated versus the discretization time step. A discretization of the analytical model, which is obtained when a
single variable is “measured”, is proposed and some comments on how it relates to the estimation of models from
time series are given. Our conclusions are giveSection 4

2. Rosder system

Let us start by briefly describing two typical solutions to the Rdssler sygt8imeading as

=-y—z, y=x+ ay, z=b+xz—cz (5)
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Fig. 1. Spiral attractor generated by the Rossler system (5) with the bifurcation parameters (a, b, ¢) = (0.432, 2, 4).
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(0.556, 2, 4).
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Fig. 2. Funnel attractor generated by the Rossler system (5) with the bifurcation parameters (a, b, ¢)
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Fig. 3. Bifurcation diagram vs. the bifurcation parameter a of the Rossler system (5). Part (a) corresponds to values smaller than 0.432 here used
as areference and (b) for values larger than this reference.



C. Letellier et al./ Physica D 195 (2004) 29-49 35

where (a, b, ¢) are the bifurcation parameters. The Rdssler system has two fixed points given by

¢+ +/c? —4ab c++/c? —4ab c++/c? —4ab
ST wET g m= ®

Fora = 0.432, b = 2 and ¢ = 4, the Résser system has a chaotic attractor for solution (Fig. 1a). According to
Farmer et a. [20], we designate this attractor as the spiral attractor. This attractor is characterized by afirst-return
map to the Poincaré section. For three-dimensional systems such a section is defined by the plane

P ={(yn,zn) € R2|xn =x_,Xx; > 0}, (7)

which is unimodal (Fig. 1b). Thus, the map is congtituted by an increasing monotonic branch and a decreasing
branch separated by the critical point located at the maximum (Fig. 1b). The critical point defines the generating
partition of the attractor which allows the encoding of all periodic orbits embedded within the attractor [21]. The
increasing branch is close to the bisecting line and, consequently, the symbolic dynamics is aimost complete. A
two-symbol symbolic dynamicsis complete when all periodic orbits which can be encoded with these two symbols
are solutions to the Rossler system. Thus, for a = 0.432, most of periodic orbits encoded with two symbols are
embedded within the attractor generated by the Rossler system.

When the bifurcation parameter « isincreased, new periodic orbits are created and the chaotic attractor increases
in size (Fig. 2b). The corresponding first-return map is constituted by more than two branches and, for a = 0.556,
up to eleven monotonous branches may been identified [21]. The corresponding attractor is designated as the funnel
attractor [20]. For a greater than 0.556, there is metastable chaos, that is the trajectory visits the neighborhood of
the unstable periodic orbits solution to the Rdssler attractor before being g ected to infinity [21]. The dynamics of
the ROssler system can therefore be investigated for a < 0.556, b and ¢ remaining constant.

A bifurcation diagram synthesi zes the evol ution of the dynamics under the change of the bifurcation parameter a
(Fig. 3). The bifurcation parameter a is varied over the interval [0.432, 0.556]. It will be shown that quite a similar
bifurcation diagram is obtained when the discretization time step / of the discretization of the Réssler system is
increased.

3. Analytical discretization of continuous systems
3.1. Mickens' guidelines

It is known that discretization of nonlinear differential equationsu; = f;(u ;) may have chaotic behavior while
its differential counterpart has alimit cycle or, even just a stable fixed point. Lorenz showed that the discretization
version of asimple set of two nonlinear differential equations may exhibit chaotic solutions for sufficiently large
values of the discretization time step [22] and Whitehead and Mc Donald showed that the discretization of a
two-dimensional nonlinear system can exhibit achaotic regime[23]. In order to improve the discretization scheme,
Mickensformulated abasic set of ad hoc rulesfor constructing nonstandard schemesfor differential equations[24].
We start from the general form

Up+1 — Yuy ’ ®)
®
where ¥ and ¢ depend on the step size i and other parameters occurring in the differential equations. Functions ¥
and ¢ should satisfy the conditions

W =140h), ¢=h+OHh? 9



36 C. Letdllier et al./ Physica D 195 (2004) 29-49

and may vary from one eguation to another. Unfortunately, there is no general way to determine ¥ and ¢. In most
applications, ¥ is usually selected to be ¥ = 1, and ¢ is determined in such a way that specia solutions of the
differential equations have the correct stability properties. A general choice for ¢ may be
1— e &l
@i(h, gi) = T (10)

i

where g;’s are determined as

) ; (11)

where u ; denote the coordinates of the jth fixed point of the continuous system to discretize.

It is interesting to notice that g; is related to the the fastest time scale of the system. Therefore, in (10) a
normalization is carried out using this fast time scale. The functions ¢; can be interpreted as a “normalized” or a
rescaled time step size such that its value is never larger than the smallest time scale of the system. Since many of
the mechanisms that lead to the occurrence of numerical instabilities have their origin in using a step size that is
greater than some relevant physical time scale, this method for selecting ¢;’ s reduces this source of instabilities. In
other words, the use of functions ¢;, rather than just /2, allowsthe value of / to be much larger than the one normally
selected because it is the effective step size ¢; that determines the stability and not the actual step size 4. Another
issue of great importance is that, in general, nonlinear terms are modeled by discrete expressions that are nonlocal
on the computational grid [24]. For instance, ax? term would be replaced by w11 in thefinite difference scheme,
whereas conventional methodswould usethelocal form u,f Animportant ruleto build discretization schemesisthat
the order of the discrete equations should be equal to the order of the corresponding derivatives of the differential
equations, otherwise spurious solutions (numerical instabilities) may occur [1].

Thefundamental reason for the existence of numerical instabilitiesisthat discrete model s obtained by discretizing
differential equations have parameter spaces with higher dimensions than those of the corresponding differential
equations. This is easily argued by the fact that the time step size i can be regarded as an additional parameter.
Evenif {y(-, 1)} and {yx (%, h)} are “close” to each other for a particular value of i, say h = hy, if h ischanged to
anew value, say h = hy, the possibility exists that y (A, h2) differs greatly from yi (A, h1) both qualitatively and
quantitatively [1].

Our aim isto show how thistype of discretization scheme may influence the quality of the discretized model and
its sengitivity to the choice of the discretization time step size 1. We will investigate three different discretizations.
Thelast onefollows all of Mickens' recommendations.

3.2. Onesimple example

Thefirst discrete model is obtained using the following transformation on system (5):
X > Xk, Y Yk T 2k X2 XkZktd (12)

Thus, by applying the discretization scheme (8) with ¥ = 1, we obtain the model:

7k (1 — c@3) + be3

, 13
1— g3x; (13

Xk+1 = Xk — ©1(Vk + 2k)s Vir1 = (L4 ap2) yr + @oxy, Tkl =

where the functions are chosen according to

1 =2 =¢3= Sinh. (14)
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Although the ¢ functions could be chosen according to (10), for the sake of simplicity, in this example, they were
chosen as shown in (14).

It should be noticed that introducing the nonlocal term x;zx+1 induces the rational form of the third equation.
Depending on the choice of the functions ¢;, the discretization of the Rossler system may be stable over a wider
interval of the discretization time step & as discussed below.

For avery small discretization time step 4, the dynamics underlying the difference equations (13) with ¢ defined
by relation (14) is topologically equivalent to the dynamics of the Rdssler system (5). This means that the phase
portrait (Fig. 4a) solution of the difference equations (13) with ¢;’s defined by relation (14) is also characterized
by a first-return map to a Poincaré section (Fig. 4b) equivalent to the one associated with the Réssler dynamics
(Fig. 1b). The populations of periodic orbits embedded within the attractors solution of the Rossler system and its
discretization are the same. Moreover, both attractors are characterized by the same template, that is, periodic orbits
have the same relative organization in the phase space. In other words, the relative organization of periodic orbits
may be described by the same branched manifold.

Nevertheless, when the discretization time step 4 is increased, bifurcations occur and new periodic orbits are
created or destroyed. For larger values of h, the first-return map presents new monotonous branches (Fig. 5b) as
observed on the Réssler attractor of the funnel type (Fig. 2b). This means that the discretization time step 4 that
functionsasabifurcation parameter, playsthe samerol easthe parameter a doesfor the Rossler system. Indeed, when
h isvaried over the range (0.0, 0.0924), the bifurcation diagram (Fig. 6) israther similar to the one computed versus
the a parameter for the Réssler system (Fig. 3b). This discretization of the Résser system has a chaotic attractor
that istopologically equivalent to one solution to its continuous counterpart but with different bifurcation parameter
valuesaslong asthe discretization time step i ssufficiently small. Consequently, thediscretized version of the Rdssler
system remainsvalid for quite large values of the time step 4. Varying the value of the time step 4 associated to the
discrete model, therefore, corresponds to a displacement in the parameter space of the original Rossler system.

Note that the time step cannot be varied over avery largerange. In fact, theinterval isrestricted to alimited range
because for values beyond 0.0924 s, the trgjectory is g ected to infinity as was observed when parameter a isvaried.

Such amodification of the dynamics through the discretization procedure is acommon feature observed in global
modeling. Indeed, very often the global model estimated from experimental time series does not exhibit exactly the
same behavior than the experimental one. This does not mean that the model isbad since, very often, a parameter of
themodel may be dightly varied to recover the expected dynamics[25]. In other words, for agiven value of thetime
step 4, it is possible to modify the bifurcation parametersin order to recover the expected dynamics. For instance,
with 2 = 0.0924 s and a = 0.321, atwo branch first-return map is obtained. In that case, the development of the
dynamicsinduced by theincrease of the discretization time step # is canceled out by the decrease of the a parameter.
Thisfeature results directly from the coefficient 1 + a¢y in the second equation (13) sinceit is the coefficient of the
autoregressive part of the equation. Theterm 1 + ag> therefore defines the overall dynamics, the second term g2y
being only the forcing function (the exogenous part of the equation). Since g2 = sinh, the increase of 4 hasto be
followed by the decrease of a in order to keep the coefficient 1 + ag» approximately unchanged, and therefore the
dynamics of the second equation of (13) constant. Of course, the dynamics of the whole system (13) depends on
other things but the compensating effect of a over & is partialy explained by this remark.

3.3. An optimized finite difference model

In discrete model (13), we used the nonlocal nonlinear term xjzx+1. It isaso possible to choose the other form
xr+12k- Inthis case, the third equations becomes polynomial

21 = boz + [1 4 @3(xp41 — ©)]zk (15)
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Fig. 4. Spiral chaotic attractor solution of the difference model (13) for the time step 2 = 0.001 swith the functions ¢; given in relation (14).

and thetime step can beincreased to 0.2405 swhich is 2.5 times greater than the upper val ue reached with discretized
model (13). The bifurcation diagram thus obtained is similar to the bifurcation diagram shown in Fig. 6, but with a
rescaling of the a-axis between 0 and 0.2405s.

A more robust discrete model is obtained when we follow all the recommendation given by Mickens for con-
structing new finite difference equations corresponding to the Rossler system. We use the following transformation:
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o first equation: (xx, yr, zx) = (Xk, Yk, Zk);
e second equation: (xg, yk, zx) > (Xk+1, Yk, 2k);
e third equation: (xg, Yk, z) F> (Xk+1, Yk+1, Zk)-

and the nonlinearity xzis replaced by the nonlocal term x;.1z«. This choice has also the advantage of preserving a
polynomial form for the discretization model. Function ¥ is equal to 1. Thus, we obtain
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X1 = Xk — @1(Vk + k), Vi1 = (1 + a@2)yi + p2xp41, k1 = bz + [1+ @3(xpy1 — ©)] 2.
(16)

The function ¢; is chosen according to the on-diagona elements of the Jacobian matrix of the original continuous
system (5):
0 -1 -1
Ji=|1 a 0 [. (17)
z 0 x-—c¢

Note that since J11 = 0, there is no natural time scale associated with the autoregressive part of the first equation.

Wetherefore choose the function ¢ equal to i, thusexpressing thisfact. According to Egs. (10) and (11), the second
functionis

1—egah
@2 = Y (18)
and the third oneis
1— —xch
Y3 = x—’ (19)

wherex,. = (—c++/c? — 4ab) /2 isestimated using the fixed point coordinatesand Eq. (11). Notethat the optimized
model (16) is polynomial.

This discrete model can be iterated with a discretization time step size i over the range (0, 0.6194), that is over
three times larger than the one used with the previous discretization schemes. The bifurcation diagram versus h
(Fig. 7) issimilar to the diagrams computed with the continuous Rossler system (Fig. 3) if thea parameter isvaried
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Fig. 7. Bifurcation diagram vs. the time step 4 for the optimized discrete model (16) with the functions ¢; given in relations (18) and (19).

Numerical instabilities occur when the discretization time step is greater than Nyquist’s criterion (b).
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“backwards’. By similarity it is meant that both models undergo the same sequence of bifurcations. Asfar as the
bifurcations are concerned, the increase of & has a similar effect as the decrease of a. This may be understood by
replacing x41 in second equation of system (16) by the first equation of this system: we thus obtain

Vi+1 = [1+ @2(a — oD)]yk + @2xx — ©1922k. (20)

where in the term [1 + ¢2(a — ¢1)]yk, 91 = h tends to baance the effect of parameter a. The bifurcation di-
agram (Fig. 7) reveals that the solutions of the discretized version of the Rossler system have clear counterpart
solutions in the continuous system for appropriate values of the bifurcation parameters. Note that when i €
10, 0.05], very few bifurcations are observed and, consequently, the dependence to the solution of the discrete
model (16) on the time step size & is very weak. This model is therefore very robust against increase of the time
step .

The pseudo-period of the original Rossler system is 6.3 sasgiven by themain frequency fo = 0.1587 Hz (Fig. 8).
Thelargest significant frequency which may be seen in the power spectrumis fmax ~ 1Hz. According to Nyquist's
criterion, the sampling frequency should be greater than 2 fina«, that is greater than 2 Hz. At lower sampling rates
there would be aliasing of spectra. Such athreshold corresponds to a sampling time Ar ~ 0.5s. It isinteresting to
note that the behaviors, which are no longer topologically equivaent to the solution to the original Rossler system,
appear for discretization time step size i greater than the critical sampling time corresponding to Nyquist’ scriterion.

Indeed, for h = 0.5s, a period-1 limit cycle (Fig. 9a), which is till obviously topologically equivalent to the
period-1 limit cycle of the original Rossler system, is observed if the limit cycle is progressively constrained
by the heterocline connections between the periodic points of an unstable period-11 orbit (Fig. 9b and c). With
h = 0.589s, the limit cycle is shown with the unstable periodic orbit (Fig. 9c) on the continuous Réssler system
and, consequently, results from numerical instabilities. When the time step is increased, the limit cycle presents
apparent cusps which are actually points of extreme curvature. A similar phenomenon has been observed by
Lorenz [22]. Unfortunately, the discrete model is not sufficiently stable to remain stable for a higher discretiza-
tion time step but we may expect that spurious chaotic behavior would have been observed in such a case. This
was observed by Lorenz [22] and in another investigation using another scheme for discretizing another system
[26,27].

Note that numerical instabilities appear when the discretization time step /2 is greater than the Nyquist’ s criterion.
Indeed, the Nyquist criterion is a criterion for the sampling rate of a continuous variable which guarantees that
there is no spectra superposition. In other words, this criterion provides an upper value for the time step size
at which the time series can be sampled. With greater time steps, some information is lost and the dynamics
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cannot be fully recovered from the measurements. By analogy, we conjecture that when a discretization of a
continuous system is built and iterated with a discretization time step size i greater than the Nyquist criterion, the
dynamics cannot be recovered without any damage. Consequently, the solutions thus observed are expected not
to correspond to a solution to the original differential system, even with a displacement in the parameter space.
This is directly related to a comment made by Mickens [24] who stated that numerical instabilities can occur
when the finite difference eguations do not satisfy some condition that is of importance for the corresponding
differential equations. The main time scale of the dynamics is definitely an important characteristic and choosing
the time step without any consideration related to this property does not make sense. This means that we obtained
difference equations that have good equivalence with the Rdssler dynamics, that is, that have a solution that is
topologically equivalent to some solution to the Réssler system with a possible displacement in the parameter
space.

4. Differential embedding ver sus delay embedding

Inapplications, usually only asingletimeseries{s(¢) } isavailabletoinvestigatethe dynamics. I n such casesthefirst
stepisto reconstruct the phase space. Two main choicesare: using the delay coordinates {s(r), s(t+1), s(t+21), ...}
or using the derivative coordinates {s(¢), (), 5(¢), . . . }. Inthefirst case, adiscrete-time model will be attempted [6]
whilein the second, a continuous-time model has to be estimated [5]. Thus difference or differential equations may
be estimated depending on the kind of the embedding chosen. Recent works [10-12] suggest that both approaches
aremore or less equivalent although rigorousresults are still lacking. The structure sel ection technique implemented
for selecting therelevant terms and the dimensionality of the difference equations estimated from thetime series[ 28]
usually provides difference equationswith adimensionality greater than the one obtained with differential equations
although, in general, with far less terms than the continuous counterpart has. This hampers direct comparison of
such mathematical representations. If, on the one hand, the dimensionality of differential models cannot be varied
becauseit isstrongly constrained by the embedding dimension [29,30], on the other hand, it israther natural to find
difference equations of orderslarger than those of the original systemsthat produced the data. Therefore, it becomes
obvious that it is quite difficult to establish alink between equations working in spaces with different dimension.

In order to show that it is possible to establish an equivalence between a discrete model and a differential one,
we will discretize the differential model induced by the y-variable of the Réssler system. Since the equations of the
system are known, it is possible to analytically derive the difference model.

Let us assume that the y-variable of the Rossler system is measured. In such a case, the phase space may be
reconstructed using the derivative coordinates

X=y, Y=3%  Z=}. (1)

The reconstructed spaceisthree-dimensional, in agreement with the embedding dimension which can be computed
using the fal se nearest neighborstechnique [30]. The derivatives may be expressed analytically using Lie derivatives
defined as

foe]

(x)
v (22

3
Lidx) =) filx)

k=1

and recursively for the higher-order derivatives Lj}(b(x) =1L f(Lj’}_lq)(x)). Here the Rosdler system x = f(x)
is observed using s = ®(x) = y. The function @ : R3(x, y,z) — R(y) is here a smooth function called the

1 The smallest dimension with which the phase portrait may be represented without self-intersections.
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measurement function. Thus, the derivatives are equal to

X =00 =y,
0= Y =Lio(x) = folx) = x + ay, (23)
Z = 1300) = i) 92 + fa0) 92 + fo(0) 22 = 8+ @ = Dy ==

Note that this coordinate transformation ® : R?’(x, y,z) — R3(X, Y, Z) defines a diffeomorphism between the
original phase space R3(x, y, z) and the differential space R3(X, Y, Z) spanned by the successive derivatives of y.
A genera form for the differential model induced by the y-variable of the Rossler system reads as

X=v Y =2, Z=F(X.Y,2)=L}o®), (24)

where F(X, Y, Z) is the model function which has to be estimated [5]. In our case, since we know the equations
of the origina system, this function can be computed analytically. To express the function F(X, Y, Z) in terms of
derivative coordinates, the coordinate transformation @ : R3(x, y, z) — R3(X, ¥, Z) given by relation (23) has to
be inverted:

—aX+Y,
X, (25)
—X +aY- Z

X

-1

O =|y
7=

Thus, the model function reads as [31]
F(X,Y,Z) = —b —cX+ (ac— 1)Y + (a — ¢)Z — aX? + (a® + )XY — aXZ — a¥? + YZ. (26)

Such a three-dimensional differential model may be discretized as done for the Rdssler system in the previous
section. Using the scheme (12), we obtain

Xit1 = Xp + 1Yk, Yiv1 =Yk + p2Zy,

[-b—cXy +(@c— DY+ (a—c)Zy — aX2 + (a + DX Y — aY2]<p3 + Zk

Zia1 = 2
* 1+ p3(@Xk — Yi) @

with 91 = @2 = @3 = sinh. Integration of (27) generates an attractor (Fig. 10a) topologicaly equivalent to
the Rossler system for 2 = 0.001s. As observed for the various discretizations of the Rssler system, when the
discretization time step 4 is increased, the attractor, which is of the spiral type for small values of & (Fig. 10a),
becomes progressively afunnel type attractor (Fig. 10b).

When the discretization time step 2 isvaried, abifurcation diagramis obtained (Fig. 114). It isvery similar to the
diagram of the Réssler system for a > 0.432 (Fig. 7b). Aswe observed for the Rossler system, it is possibleto vary
the bifurcation parameter to increase theinterval over which the discretization time step may be varied. For instance,
with & = 0.101 s, the a-bifurcation parameter has to be decreased to « = 0.338 to recover the spiral attractor with
its unimodal map. For this value of a, the discretization time step may be increased up to 2 = 0.162s (Fig. 11b to
comparewith Fig. 7aand b) and witha = 0.200, 2 may beincreased up to 0.253 s. Asobserved for the discretization
of the Réssler system, the difference equation describing the phase portrait reconstructed using delay coordinates
have solution attractors which are topologically equivalent to attractors solution to the Rossler system. Moreover,
when the bifurcation parameters are varied, the spiral attractor may be recovered for any value of the discretization
time step less than 0.253 s. Note that such atime step 2 corresponds to roughly 1/25 of the pseudo-period equal to
6.2s. Thisistill avery small value since difference equations have been estimated numerically using the technique
described in [28] with atime step around to 1.0 !
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Fig. 11. Bifurcation diagram of the discretization of the differential model induced by the y-variable of the Rossler system for two different

values of a. () a = 0.432, (b) a = 0.338.



48 C. Letdllier et al./ Physica D 195 (2004) 29-49

Applying Mickens' recommendations as done in the previous section. The obtained discrete model reads as

X1 = Xi + 1Yk, Yir1 =Yk + 927,
Ziy1 = [14+ @3(Yip1 — @1 +a — o)) Zk
+@3[—b — X1 + (AC — D)Yiy1 — G Xpt1 + (@ + 1) X1 Ve — aYiYiya], (28)
where g1 = 92 = h and
1— e Xch
= —, 29
®3 X (29)

with X, = (c++/c? — 4ab)/2+a—c. Unfortunately, thismodel islessrobust against anincrease of thediscretization
time step size since the trgjectory settles down onto the inner fixed point for 2 = 0.0424 s. Changing the functions
¢;" s does not change this upper value for #.

With this discretization of the differential model induced by the y-variable of the Rdssler system, we have an
analytical form for the function which can be estimated using discrete polynomial techniques [6,28]. Thus, it is
possible to directly compare the model obtained with these theoretical forms. Note that these discretizations are
mainly valid when the discretization time step is small enough and, consequently, can be used for comparison when
the sampling rate is high enough. Nevertheless, the form of the first discretization is rational while the discrete
models to be used are polynomials. We thus have a polynomia approximation of such a rational function. For
analytical comparison, (28) would be preferred. It is possible to obtain adiscrete polynomial model with atime step
h much larger than what is reasonabl e with the discretization scheme used here. Consequently, such adiscretization
scheme cannot be applied and more sophisticated ones should be used [26]. Also, since a possible form for the
NARMA model induced by the y-variable of the Réssler model can be derived, it is now clearer why the NARMA
technique provides more or lessthe same resultsthan aglobal modeling technique using derivative coordinates[31].
Thisis reinforced by the theorem proposed by Mickens [1] which states that an exact finite difference scheme of
differential equations always exists. Such an exact discrete model is still to be found for the differential model (26).

5. Conclusion

The problem of the possibl e equival ence between difference and differential equationshasbeeninvestigatedinthe
case of the Rdssler system. Using nonstandard Mickens' schemes, we showed that the discretizations of the Réssler
system have solutions which are topologically equivalent to solutions to the Rdssler system with a displacement
in the parameter space. This means that varying the time step used in the discretization corresponds to applying
a displacement in the parameter space for the original Rossler system. Nevertheless, using Mickens' nonstandard
discretization scheme, we found a discretization model very robust under discretization time step increases. In this
case, it has been observed that as long as the time step is less than the threshold value associated with the Nyquist
criterion, the discrete model has sol utions which are topol ogically equivalent to solutionsto the original continuous
system with appropriate bifurcation parameter values. This is quite important because this means that there exists
a possible discrete counterpart to a set of differential equations as long as the time step does not exceed a value
related to the Nyquist’s criterion. Thisis al what we need since when a global model is attempted from a time
series, the Nyquist’s criterion states that the sampling rate has to be lower than this upper value. Of course, the
discrete model proposed here has still to beimproved. Unfortunately, thereisno general guidelinefor that and other
choices for functions ¢ and ¥ have to be tried. Nevertheless, this study suggests that a discrete global model of the
same dimension as the differential model can be obtained. Such aresult already opens new insight for comparing
discrete and continuous-time global models.
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