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Abstract. In this paper we consider a predator-prey system modeled by a reaction-
diffusion equation. It incorporates the Holling-type-II and a modified Lesie-Gower func-
tional responses. We focus on spatiotemporal patterns formation. We study how diffusion
affects the stability of predator-prey positive equilibrium and derive the conditions for

Hopf and Turing bifurcation in the spatial domain.
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1 Introduction

The dynamic relationship between species are at heart of many important
ecological and biological processes. Predator-prey dynamics are a classic and
relatively well-studied example of interactions. This paper adresses the anal-
ysis of a system of this type. We assume that only basic qualitative features
of the system are known, namely the invasion of a prey population by preda-
tors. The local dynamics has been studied in [2,5]. Similar model with delay
is studied in [16,17], and a three dimensional similar system with the same
functional responses is studied in [1,8,9]. Version with impulsive term is stud-
ied in [18]

This model incorporates the Holling-type-II and a modified Lesie-Gower func-
tional responses.
Without diffusion, it reads as, see [2,5],
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with,
H(0) =0, P(0) >0

H and P represent the population densities at time T. 1, a1, b1, k1, 72, a2,
and ko are model parameters assuming only positive values.

The historical origin and applicability of this model is discussed in detail in
[2,5,17].

Now, we suppose that both predator and prey move in space, we represent the
mathematical model by reaction-diffusion equations. It is a type of spatio-
temporal model most commonly used in ecology an biology. We focus on
mechanisms responsible of bifurcations and the spatio-temporal organization
or chaos.

We first establish the conditions of Turing and Hopf instability. Then, we
present numerical simulations when this conditions are satisfied.

The mathematical model we consider consists of reaction-diffusion equations
which expresses conservation of predator and prey densities. It has the fol-
lowing form,

oOH Clp

— = D;AH —bH - H
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H and P are the densities of prey and predators, respectively. AH (resp.
2 2

H
AP) denotes % (resp

) when preys (resp predators) move on a

) ) 0’H 0°H o’pP  9*p
straight line X or AH (resp. AP) denotes el + o7 (resp e + W)
when the populations move on a 2 dimensional space. X (resp. (X,Y)) is
the spatial position of species when they move on a straight line (resp. 2
dimensional space). D; and D, are the diffusion coefficients of prey and
predator respectively. a; is the growth rate of preys H. as describes the
growth rate of predators P. b; measure the strength of competition among
individuals of species H. ¢ is the maximum value of the per capita reduction
of H due to P. ¢y has a similar meaning to ¢;. k; measures the extent to
which environment provides protection to prey H. ko has a similar meaning
to ki relatively to the predator P.

To investigate problem (2), we introduce the following scaling tranformations,

by coby ap |1 ap 1
t=a1T, u(t)=—H(T t) = P(T = X(— =Y(— 3
T, u(t) = FH(T), vlt) = 2 P(T), o= X ()% y=Y(5)F ()
:ClQCl b:a2 1:b1k1 2:b1k2 (5:& (4)
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We obtain the following equations, for local model,

du auv
. — 1 — — =
R e (L)
; ()
v v
- — 1 — =
R L
and the following system for the spatio-temporal equations:
ou auv
— = A 1—u)— =A
- uull =) = 2 Aut f(u,v)
(6)
ov

v
A 1- =N
0 v+b( = )v oAV + g(u,v)

a €9

Let us make some remarks before to study the Hopf and Turing instabilities.

Remarque 1. A steady state (ue,ve) of (5) is an equilibrium point of (6)
because it verifies the following equations:

f(ue,ve) = 0
(7)
g(te,ve) = 0
thus, these following stationary equations are also satisfied,
AUV,

Aue—i—ue(l—ue)—m = 0
e 1

5Ave+b<1— Ye )Ue _—

Ue + €2
then (ue,ve) is also an equilibrium point for 6.

In [3] this model has been stadied when § = 1. In the present paper, § is
considered different from 1.

2 Turing and Hopf instabilities

The reaction-diffusion systems have led to the characterization of two ba-
sic types of symmetry-breaking bifurcations responsible for the emergence
of spatiotemporal patterns. The space-independent Hopf bifurcation breaks
the temporal symmetry of a system and gives rise to oscillations that are
uniform in space and periodic in time. The (stationary) Turing bifurcation
breaks spatial symmetry, leading to the formation of patterns that are sta-
tionary in time and oscillatory in space [13,20,21].

The Turing instability is dependent only upon the reaction rates (local in-
teraction of species) and populations diffusion and not upon the geometry
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of the system. It cannot be expected if the diffusion term is absent. It can
occur only if prey population diffuses more slowly than predator one. Let
us recall some results that will allow us to choice the appropriate parameters.
From [2,5], the existence and the stability of the positive equilibrium (u*, v*)
is given by the following lemma.

Lemma 1. If aes < ey, system (5) admits a unique positive equilibrium
(u*,v*).
Let us denote by

1—(b—e1) /P
12 =
4
where, p= (1 — (b+e1))? — 8bey

Ifb+e1 > 1 0or0<u* <y oras <u* then, (u*,v*) is asymptoticaly stable

for (5).

If aq < u* < ag then (u*,v*) is unstable for (5).

To perform a linear stability analysis, we linearize system (6) around the
spatially homogenous fixed point (u*, v*) for small space and time-dependent
fluctuations and expand them in Fourier space,

‘—7
U(.’E, t) — u*ektez k 77

Prad
’U("E,t) — v*e)\telk .z

N
k , is a wavenumber vector.We obtain the characteristic equation,

| Ay = Al |=0, (9)
with, A = A — k2D
D = diag(1,0), and A is given by

of of _ * e1(1—u™) _ _au*
A= ( gz gg > = < fu fv > = 1 2u u*+ey u*+ey
du  ov Gu  Gv b —b

Now equation (9) can be solved, yielding the so-called characteristic polyno-
mial of the original problem (6),

AN —tr(Ap)\ + det(Ar) =0 (10)
where
tr(A) = fu+ go — K2(1 +0) = tr(A) — k(1 +9), (11)
det(Ar) = fugs — fogu — K> (6 fu + go) + 0k* = det(A) — K*(6 fu + gv) + ?k;
1

The roots of equation (10) yield the dispersion relation,

M ak) = 5 (tr(A) = (AR — 1det(Ay). (13)
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Theorem 1. Suppose that b+e; > 1 or 0 < u* < a3 or as < u* so that
(u*,v*) is asymptoticaly stable for local system (5), a1, ag are defined in
lemma 1. Then (u*,v*) is an unstable equilibrium solution of system (6) if
we have,

§ > 2bf, + 4det(A) 4 2/bf det(A) + (det(A))2 (14)

Proof From lemma 1 we have, tr(A) is negative. Then, by the definition
given in (11), tr(Ax) is negative. Thus, (u*,v*) is an unstable equilibrium
solution of system (6) if there exists ko so that det(Ag,) < 0. We consider
det(Ay) as a polynomial of k2, its discriminant is,

O = (0 + gu)? — 4det(A) (15)

After algebraic computations we see that © is positif if (14) is satisfied. Un-
der this condition there is at least one positive £* between k¢ and ki such
that det(Ag-) < 0. ko and ki satisfy det(Ag,,) = 0. This completes the
proof.

Turing instability is a phenomenon that causes certain reaction-diffusion sys-
tems to lead to spontaneous stationary configuration. The key factor induc-
ing the instability is the diffusion. It is why Turing instability is often called
dif fusion — driven instability. A remarkable feature as compared to other
instabilities in system equilibrium is that the characteristics of the resulting
patterns are not determined by external constraints but by the local interac-
tion and the diffusion rates that are intrinsic to the system. The difference in
the diffusion rates is a necessary, but not a sufficient condition for the Turing
instability. Linear stability analysis is an often used method for studying the
response to perturbations in the the vicinity of a fixed point.

A general linear analysis shows that the necessary conditions for yielding
Turing patterns are given by,

tT(A) = fu +gv <0, 16)

(
det(A) = fugo — fogu >0, (17)
0futgo >0, (18)

(

(0fu + g0)? > 48(fugo — fogu)- 19)

In fact conditions (16, 17) enssure, by definition, that the equilibrium (u*, v*)
is stable for system (5). (u*,v*) becomes instable for system (6) if Re(Aq 2(k))
bifurcate from negative value to positif one. From (10), a necessary condition
to have Re(A1,2(k)) > 0 is tr(Ag) > 0. Therefore simple algebraic computa-
tions leads to (18, 19).

Remarque 2. As we consider here a predator-prey model, then f, must
be positive, see [14]. An algebraic computation provide that f, > 0 if a >
2_5;%462. Let us also recall from (16, 17) and (18, 17) that fy, + g, < 0
and 0 f, + g, > 0. Thus for a predator prey model, a necessary condition to
observe a Turing instability is that the predator must diffuse faster than the

prey. That is § > 1.
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Mathematically speaking, as § > 1, the Turing bifurcation occurs when
Im(A(k)) = 0and Re(A(k)) = 0at k = kp # 0, kp is the critical wavenumber
and the critical values of bifurcation parameter b equals to,

 —B+BT—4RC
- 2% R ’

br (20)

where,
-1
(149)%
((fu@+6%)) | w*(2u* +a+e —1)
(1+9)2 u* + eq
(0fu)®
(149)2
At the Turing threshold b, the spatial symmetry of the system is broken and

patterns are stationary in time and oscillatory in space with the wavelength,
see [14],

R =

B =

)

27 O(u* + eq)
AMp=_—"—_ =2 21
T 7T\/u*(?u* +a+e —1) (21)

The Hopf bifurcation occurs when Im(A(k)) # 0 and Re(A(k)) =0 at k =
0. From roots dispersion given in equation (13), the critical value of Hopf
bifurcation parameter b is,

er(l— u*)

by =1—-2u* —
H Y u* + ey

(22)
At the Hopf bifurcation threshold, the temporal symmetry of the system is
broken and gives rise to uniform oscillations in space and periodic oscillations
in time with the frequency,

wr = Im(A(k)) = \/det(A) = \/ " gurdate—1).  (23)

u* + ey

Here A defined by equation (12) and the corresponding wavelength is

2 u* + ey
Ap=—=2 . 24
7wy 71-\/bu*(Qu* +a+e —1) (24)

These values are useful for our numerical experiments.

3 Numerical results

Linear stability analysis of system (6) yields the bifurcation curves with a =
1.1, e1 = 0.3, e2 = 0.2 and ¢ between 100 and 130. Figure 1(b) represents
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the critical value of b, which allows to observe Hopf instability, when § varies.
The curves (a) and (c) in figure 1 are the minimal and maximal value of b
(i.e. br) to observe turing instability. Curve (b) gives the critical value of b
(i.e. by) giving rise to Hopf bifurcation.

The Hopf and the Turing bifucation curves separate the parametric space
into four distinct domains.
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Figure 1: Critical value growth rate b leading to Hopf or Turing bifurcations,
for system (6), when the diffusion coeflicient varies. Other parameters are
set as follow : el = 0.3, €2 =0.2, a = 1.1.

a=11, e =03, ea =0.2, b=0.06 (25)

a=1.1, e; =03, es = 0.2, b=0.145 (26)

Figure 2 is an example of Turing instability. The parameters are fixed as
follow in (25) and, 6 = 120.1. Figure (3) give an example of Turing and
hopf instabilities. We observe, afther the critical value given in figure 1
(b), a certain spatial symetry. With different values parameter, obtain these
figures. The instabilities are also caused by Hopf bifurcations.

For other domain of parameter one can observe only Hopf instability.
That can be see, in figures 4. Parameters are fixed as follows,

e1=0.3, e2=0.1, b=0.1781, a = 1.1, § = 120.1

Let us note that we find that Hopf instability leads to the formation of
symetric labirynth and Turing instability destroys a spatiotemporal chaos
and leads to the formation of labirynth pattern. In fact, before the minimal
critical value of Turing bifurcation the system exhibits a chaotic behaviour.
Figure 5 is an illustration of this dynamics spatiotemporal chaos, parameters
are fixed as follow, in (25) and § =1
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0375

Figure 2: Stable labyrinth for system (6), in the domain where we have only
Turing instability. Parameters are fixed as in (25) and 0 = 120.1.
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Figure 3: Stable labyrinth for system (6), in the domain where we have
Turing and Hopf instability. Parameters are fixed as in (26) and § = 120.1.
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Figure 4: Hopf instability, for system (6), occurs and represents black — eye,
with parameters e; = 0.3, e = 0.1, b=0.1781, a = 1.1, § = 120.1

Figure 5: Spatiotemploral chaos for system (6), with § = 1 and parameters
given by (25)
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