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Abstract

Weconsiderasemi-linearelliptic system inastriparising in combustion theory.Themodel describes
the propagation of two-dimensional near-equidiffusional flames.We prove the existence of travelling
wave solutions for high activation energy.
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1. Introduction

In this paper we study the existence of a travelling wave solution for the system

�u
�t

= �u+ f (u, y)v, (1.1)

�v
�t

= ��v − f (u, y)v, (1.2)

set in the infinite domain� = {(x, y) ∈ R × (0,1)}.

∗ Corresponding authors.
E-mail addresses:Arnaud.ducrot@ec-lyon.fr(A. Ducrot),Martine.Marion@ec-lyon.fr(M. Marion).

0362-546X/$ - see front matter� 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.na.2005.01.093

http://www.elsevier.com/locate/na
mailto:Arnaud.ducrot@ec-lyon.fr
mailto:Martine.Marion@ec-lyon.fr


1106 A. Ducrot, M. Marion / Nonlinear Analysis 61 (2005) 1105–1134

This system stems from the theory of combustion. It describes the propagation of a
premixed flame in the infinite tube� in the framework of the classical thermo-diffusive
model, see Williams[16,12,13,17]. Here, the mixture is assumed to be at rest and we
consider a one-step reactionR → P . The unknowns are the normalized temperatureu and
the concentration of the reactantv. The termf (u, y)v corresponds to the chemical reaction
and depends on a small parameter� that is the inverse of the activation energy. The limit
� → 0 (high activation energy asymptotics) is of great physical interest. Formal analytic
methods based on the small parameter� lead to some classical free boundary problems
in combustion theory that are constantly used, see[16–18,13]for instance. Finally�>0
denotes the inverse of the Lewis number.
The travelling wave solutionsu(x + ct, y), v(x + ct, y) of (1.1) and (1.2) satisfy the

equations

−�u+ c
�u
�x

= f (u, y)v in � (1.3)

−��v + c
�v
�x

= −f (u, y)v in � (1.4)

and the following boundary conditions (which are classical in combustion theory):

�u
�y

= �v
�y

= 0 on� = R × {0,1}, (1.5)

u(−∞, y)= 0, v(−∞, y)= 1 for y ∈ (0,1), (1.6)

u(+∞, y)= 1, v(+∞, y)= 0 for y ∈ (0,1). (1.7)

The constantc, the wave velocity, is unknown and should be found together with the func-
tionsuandv as a solution of (1.3)–(1.7). Multi-dimensional solutions correspond to curved
front propagating in the tube�. Such fronts are evidenced experimentally, analytically and
numerically in particular when the one-dimensional planar flame becomes unstable, see
[12,13,16,17].
For� = 1, the above system reduces to a scalar equation(v = 1− u). This equation

has been extensively studied from a mathematical point of view: existence, uniqueness
and qualitative properties of multi-dimensional solutions are investigated in[3,4,6,14](see
also the references therein.) The asymptotic limit� → 0 is studied in[2]. The arguments
heavily rely on the maximum principle and monotonicity properties (with respect tox) of
the temperature that do not hold anymore for� �= 1.
Travelling wave solutions for the system (� �= 1) and their singular limits were only

previously considered in the one-dimensional setting (planar flames), see[5,11,8,15]. Let
us alsomention thework of Langlois andMarion[10,9] that deals with the parabolic system
(1.1)–(1.2) for� �= 1. Existence results in the case� �= 1 were also discussed in[1].
In this paper we investigate two-dimensional travelling wave solutions for� �= 1. In

particular, we aim to show the existence of solutions of problem (1.3)–(1.7) that are relevant
in the limit � → 0 (high activation energy asymptotics.) In that context we will assume that
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f = f� takes the form

f�(u, y)= 1

�2
�
(
u− 1

�

)
�(u, y), (1.8)

where� = �(s) is positive, increasing and decays sufficiently fast ats = −∞. We do
not assume any growth condition ats = +∞. Note that the Arrhenius term, arising in the
theory of combustion, is bounded by its upper bound depends exponentially on�−1. It
is usually modelled by (1.8) with�(s) = es (see[16,13] for instance). Also the function
� : R × (0,1) → [0,1] is increasing with respect tou and vanishes foru�� (existence of
an ignition temperature.)
Themodels in thephysical literature require theLewis number to dependon theparameter

�, that is� = ��, and to satisfy the so-called near equidiffusional assumption

�� − 1=O(��) (1.9)

for a convenient value of� (see[16,13]). Our main objective in this paper is to investigate
problem (1.3)–(1.7) withf = f� given by (1.8) and� = �� satisfying (1.9).
Let us now describe our main results and the contents of the paper. The first step in our

study consists in studying (1.3) and (1.4) for somefixed boundednonlinear termf . The
following hypotheses onf will be imposed:

f ∈ L∞(�) ∩ C0(�̄), (1.10)

∃� ∈ (0,1), f (s, y)= 0 if s�� and f (s, y)>0 if s > �. (1.11)

We first consider some problem analogous to (1.3)–(1.7) posed on the bounded rectangle
Ra = (−a, a) × (0,1) with a >0. This allows the reduction to a fixed point formulation.
Then the usual Leray–Schauder degree gives the existence of a solution(ua, va, ca) in the
bounded domainRa (Section 2).
Taking the limita → +∞ requires some estimates on(ua, va, ca) that are independent

of a. They are derived in Section 3. The crucial step consists in obtaining a positive lower
bound of the velocityca . For that purpose an essential tool consists in introducing the
functionsH = u+ v − 1,G= u+ �v − 1 as well as the averaged quantities with respect
to they variable.
Then, Section 4 deals with the limit procedurea → +∞. For any�>0, we derive the

existence of a triplet(u, v, c) satisfying Eqs. (1.3) and (1.4) together with (1.5) and (1.6).
Also, atx = +∞, we show thatu(+∞, y) = 1− v(+∞, y) = u+, whereu+ ∈ {�,1}.
We also prove thatu+ = 1 if � is sufficiently close to one. This is our first existence result
for (1.3)–(1.7) but the condition on� is far too restrictive for high activation energy (see
Remark 4.1).
Section 5 is concerned with travelling waves solutions in the context of large activation

energy asymptotics, that is under assumptions (1.8) and (1.9).We derive existence provided
that� is small enough and (1.9) holds with�> 5

4. As earlier mentioned in[9,10], the study
of near-equidiffusional flames is tightly related to precise upper bounds for the temperature
of the formu(x, y)�1+ �. In order to study (1.3)–(1.7), we start by truncatingf�(x, y)

for u�1+ �. The corresponding problem (1.3)–(1.7) involves a bounded nonlinearity and



1108 A. Ducrot, M. Marion / Nonlinear Analysis 61 (2005) 1105–1134

we first investigate that problem (Theorem 5.1). Next, estimates of‖H‖L∞(�) allow us to
prove the existence of travelling waves solutions for the initial problem (Theorem 5.2).
Our methods apply to more general situations: travelling waves solutions in higher space

dimensions, complex chemistry, problems including somey dependence in the convective
term such asc	(y) or c + 	(y). These questions will be studied in a subsequent paper.

2. A problem in a bounded rectangle

Let f be a positive, continuous function satisfying (1.10) and (1.11). In this section we
investigate a problem analogous to (1.3)–(1.7) posed in a bounded domain. More precisely,
for a >0, we consider the following bounded rectangles:

Ra = (−a, a)× (0,1), R−
a = (−a,0)× (0,1).

We introduce the problem: findu, v : R̄a → R andc ∈ R such that

−�u+ c
�u
�x

= f (u, y)v, (2.1)

−��v + c
�v
�x

= −f (u, y)v (2.2)

together with the conditions:

�u
�y

= �v
�y

= 0 on�a = (−a, a)× {0,1}, (2.3)

−ux(−a, y)+ cu(−a, y)= 0, u(a, y)= 1, (2.4)

−�vx(−a, y)+ cv(−a, y)= c, v(a, y)= 0, (2.5)

max
(x,y)∈R−

a

u(x, y)= �, (2.6)

c�0. (2.7)

Conditions (2.3)–(2.5) are boundary conditions. Condition (2.6) was first introduced in[3].
It allows to take care of the translation invariance in problem (1.3)–(1.7) and to avoid trivial
solutions when later considering the limita → +∞.
We will derive the following existence result.

Proposition 2.1. Under assumptions(1.10)and (1.11), let �>0 be given. Then, for all
a >0,problem(2.1)–(2.7)possesses a solution(ua, va, ca) in C1(R̄a)×C1(R̄a)× R∗+. In
addition, ua andva satisfy

ua�0 and 0�va�1.

The proof of this proposition is based on a topological degree argument. As usual, the
argument relies on a priori estimates on the solutions of (2.1)–(2.7) that we first derive.
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Lemma 2.1. Let (u, v, c) be a solution of(2.1)–(2.7).Then the functions u andv satisfy

(u, v) ∈ W2,p(Ra) ∀p ∈ [1,+∞),

u�0 and 0�v�1 in Ra . (2.8)

Proof. Since the functionf takes positive values, the maximum principle applies to the
unknownv and it easily follows that 0�v�1. Consequently, we havef (u, y)v�0. Ap-
plying again the maximum principle we see thatu�0. Finally, sincef (u, y)v belong
to L∞(Ra), some classical elliptic estimates yield thatu andv are inW2,p(Ra) for all
p�1. �

Next, we derive some estimates on the velocityc. Let us set

M = sup
s>0

y∈(0,1)
f (s, y). (2.9)

Lemma 2.2. There exists some constantKa depending only on M, � anda >0 such that

0<c�Ka .

Furthermore, the choice ofKa can be made independent ofa�1.

Proof. Let us first show thatc >0. Assume thatc = 0. Then by taking the average with
respect toy of Eq. (2.1) foruwe see that the function

u0(x)=
∫ 1

0
u(x, y)dy

satisfies

− u′′
0�0,

u′
0(−a)= 0 and u0(a)= 1.

It easily follows thatu0�1 on[−a, a], that contradicts (2.6). Therefore, we havec >0.
Let us now find an upper bound forc. We consider aC1-function�1 satisfying

−�′′
1 + c�′

1 =M1x�0 on (−a, a),
−�′

1(−a)+ c�1(−a)= 0,

�1(a)= 1,

whereM is given by (2.9). Thanks to the maximum principle we easily see that

u(x, y)��1(x) ∀ (x, y) ∈ Ra .

In particular,u(0, y)��1(0), ∀y ∈ (0,1), and in view of (2.6)

���1(0).
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Now, a simple computation gives

�1(0)=M

∫ a

0
xe−cx dx + e−ca�e−ca + M

c2
.

Combining these inequalities we conclude that

c� max

(
1

a
log

2

�
,

√
2M

�

)
. (2.10)

Note that the right-hand side of this last inequality can be majorized by a constant indepen-
dent ofa�1. �

Proof of Proposition 2.1. It is convenient to formulate the equations as a fixed point prob-
lem. We setE = C1(R̄a)× C1(R̄a)× R and define the following mappingT : E → E:

T (u, v, c)=
(
U,V, c + � −max

R−
a

U

)
,

whereU andV are given by the resolution of

−�U + c
�U
�x

= f (u, y)v, (2.11)

−��V + c
�V
�x

= −f (u, y)v (2.12)

together with the following conditions:

�U
�y

= 0,
�V
�y

= 0 on�a , (2.13)

−Ux(−a, y)+ cU(−a, y)= 0, U(a, y)= 1, (2.14)

−�Vx(−a, y)+ cV (−a, y)= c, V (a, y)= 0. (2.15)

Then, problem (2.1)–(2.7) is equivalent to finding a fixed point for the mappingT .
We note that the mappingT : E → E is a compact operator. Hence, for any open and
bounded setS ⊂ E such thatT has no fixed point on�S, the Leray–Schauder degree,
d(IdE − T , S,0) is well defined. Thanks to the preceding lemmas and classical elliptic
estimates, for alla >0,wecanfindaconstantka >0 (dependingona) such that; if(u, v, c) ∈
E is a fixed point ofT , then‖(u, v, c)‖E <ka , where‖ ‖E is the norm onE defined by:
‖(u, v, c)‖E = ‖u‖C1(R̄a)

+ ‖v‖C1(R̄a)
+ |c|.

Therefore let us consider

S = {(u, v, c) ∈ E | ‖(u, v, c)‖E <ka}.
Then, d(IdE − T , S,0) is well defined. In order to compute this number, we use the
homotopy invariance. For
 ∈ [0,1], we consider the mappingT
 : E → E given by

T
(u, v, c)=
(
U,V, c + � −max

R−
a

U

)
,
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whereU andV satisfy

− �U + c
�U
�x

= 
f (u, y)v,

− ��V + c
�V
�x

= −
f (u, y)v

together with the boundary conditions (2.13)–(2.15). Then for all
 ∈ [0,1], T
 is a compact
operator inE. Furthermore, the estimates obtained for the fixed points ofT are also valid
for the fixed points ofT
, for 0�
�1. Therefore, we conclude thatIdE − T
 does not
vanish on�S and the homotopy invariance of the topological degree provides that

d(IdE − T , S,0)= d(IdE − T1, S,0)= d(IdE − T0, S,0).

Now T0(u, v, c) is independent ofu andv and can be explicitly written as

T0(u, v, c)=
(
ū, v̄, c + � −max

R−
a

ū

)

with

ū(x)= ec(x−a), v̄(x)= 1− e(c/�)(x−a).

Finally in order to computed(IdE − T0, S,0), we consider the following homotopy: for
s ∈ [0,1],�s : E → E is given by

�s(u, v, c)= (u− sū, v − sv̄, � − ū(0)).

ThenIdE − T0 = �1 and, for alls,�s is a compact perturbation of the identity. Therefore,

d(IdE − T0, S,0)= d(�0, S,0).

We have�0(u, v, c)= (u, v, � − e−ca). This yields thatd(�0, S,0)= 1 since the function
c → � − e−ca is increasing. This computation concludes the proof of Proposition 2.1.�

3. Estimates independent of the bounded rectangle

In this section, we derive estimates for the solution(ua, va, ca) of (2.1)–(2.7) that are
independent ofa�1.

3.1. Preliminary remarks

In the sequel of the paper, it will be very useful to consider the functions

Ha = ua + va − 1 and Ga = ua + �va − 1. (3.1)

Note thatHa satisfies

−�Ha + ca
�Ha

�x
= (� − 1)�va , (3.2)
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−�Ha

�x
(−a, y)+ caHa(−a, y)= (� − 1)

�va
�x

(−a, y), (3.3)

Ha(a, y)= 0, (3.4)

together with homogeneous Neumann conditions at�a , whileGa is a solution of

−�Ga + ca
�Ga

�x
= (� − 1)ca

�va
�x

, (3.5)

−�Ga

�x
(−a, y)+ caGa(−a, y)= (� − 1)cava(−a, y), (3.6)

Ga(a, y)= 0, (3.7)

supplemented with homogeneous Neumann conditions at�a . We also introduce the func-
tions that are averaged quantities with respect toy:

ua,0(x)=
∫ 1

0
ua(x, y)dy, va,0(x)=

∫ 1

0
va(x, y)dy, (3.8)

ha,0(x)=
∫ 1

0
Ha(x, y)dy, ga,0(x)=

∫ 1

0
Ga(x, y)dy. (3.9)

The following monotonicity properties hold:

Lemma 3.1.We have

u′
a,0�0 and v′

a,0�0 on [−a, a], (3.10)

g′
a,0�0 if �>1 and g′

a,0�0 if �<1. (3.11)

Proof. In the proof, as often below, we omit to write down the dependence with respect to
a of the different quantities. Let us check thatv′

0�0. We take the average with respect toy
of Eq. (2.2). Sincef (u, y)v�0, this provides

−v′′
0 + c

�
v′
0�0

and by integrating fromx to a

v′
0(x)e

−(c/�)x�v′
0(a)e

−(c/�)a . (3.12)

Now,v0�0 and, by (2.5),v0(a)=0. Thereforev′
0(a)�0 and (3.12) givesv′

0�0. The proof
of the other inequality in (3.10) is similar.
Let us now derive (3.11). Taking the averages of (3.5)–(3.7), we have that

−g′′
0 + cg′

0 = (� − 1)cv′
0, (3.13)

−g′
0(−a)+ cg0(−a)= (� − 1)cv0(−a), (3.14)

g0(a)= 0. (3.15)
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Note thatg′
0(a) = 0. Indeed by integrating Eq. (3.13) from−a to a and using (3.14), we

see that

−g′
0(a)+ cg0(a)− (� − 1)cv0(−a)= (� − 1)c(v0(a)− v0(−a))

that re-writesg′
0(a)= 0 sinceg0(a)= v0(a)= 0.

Assume now that�>1 (the other case is similar). Then, sincev′
0�0, (3.13) yields

−g′′
0 + cg′

0�0

and by integrating fromx to a:

g′
0(x)e

−cx�g′
0(a)e

−ca = 0,

which is (3.11). �

3.2. First estimates independent of a

Let us recall that Lemma 2.2 provides the existence of a constantc independent ofa�1
such that

ca�c ∀a�1.

The following lemma provides various estimates onua andva . For later use, it is important
to emphasize the dependence of the different estimates with respect toca .

Lemma 3.2. The following estimates hold:

‖∇va‖L2(Ra)�
√
ca

�
, (3.16)

‖∇ua‖L2(Ra)�(1+ |� − 1|)
√
ca

�
, (3.17)

∫ ∫
Ra

f (ua, y)va dx dy�ca , (3.18)

‖�va‖L2(Ra)�
1

�

(√
Mca + ca

√
ca

�

)
. (3.19)

Proof. Let us first derive (3.16). We multiply Eq. (2.2) byv and we integrate onRa . Using
the Green’s formula and the positivity ofv, we have

�
∫
Ra

|∇v|2 dx dy + �
∫ 1

0

�v
�x
(−a, y)v(−a, y)dy − c

2

∫ 1

0
v2(−a, y)dy�0.

Now thanks to the flux condition (2.5) and Lemma 2.1, we can write

�
∫
Ra

|∇v|2 dx dy�c

∫ 1

0
v(−a, y)dy�c,

that provides (3.16).
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In order to prove the estimate foru, we use the functionH given by (3.1). More precisely,
we aim to show the following estimate:

‖∇H‖L2(Ra)� |� − 1|‖∇v‖L2(Ra)
� |� − 1|

√
c

�
. (3.20)

In order to derive this inequality we multiply Eq. (3.2) byH and we integrate onRa . This
gives ∫ ∫

Ra

|∇H |2 dx dy +
∫ 1

0

�H
�x

(−a, y)H(−a, y)dy − c

2

∫ 1

0
H 2(−a, y)dy

= (1− �)
∫ 1

0

�v
�x

(−a, y)H(−a, y)dy + (1− �)
∫ ∫

Ra

∇v∇H dx dy.

Hence,∫ ∫
Ra

|∇H |2 dx dy�(1− �)
∫ ∫

Ra

∇v∇H dx dy,

that provides (3.20) thanks to the Cauchy–Schwarz inequality.
Finally, writing

∇u= ∇H − ∇v,
(3.16) and (3.20) give (3.17). Next, by integrating (2.2) onRa , we find that∫ ∫

Ra

f (u, y)v dx dy = c(v0(−a)− v0(a))+ �(v′
0(a)− v′

0(−a)).

Sincev0 is decreasing, using also the boundary condition (2.5), we see that∫ ∫
Ra

f (u, y)v dx dy = c + �v′
0(a).

Finally, Eq. (2.2) yields

�‖�v‖L2(Ra)�c

∥∥∥∥�v
�x

∥∥∥∥
L2(Ra)

+ √
M‖f (u, y)v‖L1(Ra), (3.21)

whereM is givenby (2.9).Combining (3.18), (3.21)and (3.16)provides (3.19)andconcludes
the proof of lemma 3.2. �

Next, the crucial step consists in obtaining some lower bound forca .

3.3. An estimate from below for the velocity

Recalling the average functionha,0 andga,0 given by (3.9), we introduce the decompo-
sitions

Ha(x, y)= ha,0(x)+ H̃a(x, y) Ga(x, y)= ga,0(x)+ G̃a(x, y). (3.22)
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We first give various estimates ofha,0, H̃a andG̃a . Again it will be important to emphasize
the dependence of these estimates with respect toca .

Lemma 3.3. The functionha,0 is positive if�>1 and negative if�<1; moreover, we
have

‖ha,0‖L1(−a,a)�
|� − 1|
ca

, (3.23)

‖ha,0‖L2(−a,a)�
|� − 1|√

�ca
, (3.24)

‖ha,0‖L∞(−a,a)� |� − 1|. (3.25)

Furthermore, the following estimates holds:

‖H̃a‖L2(Ra)� |� − 1|
√
ca

�
, (3.26)

‖G̃a‖L2(Ra)� |� − 1| ca√
��

. (3.27)

Proof. Let us first check the estimates forh0. Taking the average of (3.2)–(3.4), we see that
h0 satisfies


−h′′

0 + ch′
0 = (� − 1)v′′

0,

−h′
0(−a)+ ch0(−a)= (� − 1)v′

0(−a),
h0(a)= 0.

It follows thath0 is given by

h0(x)= (� − 1)
∫ a

x

v′
0(t)e

c(x−t) dt . (3.28)

Consequently, sincev′
0�0, the functionh0 is positive if �>1 and negative if�<1.

Next, bounds (3.23) and (3.24) follow from formula (3.28) andYoung ’s inequality for the
convolution product. Indeed we have

‖h0‖L1(−a,a)� |� − 1|‖(v′
01(−a,a)) ∗ (ecx1x�0)‖L1(R)

� |� − 1|‖v′
01(−a,a)‖L1(R)‖ecx1x�0‖L1(R)

which yields (3.23) in view of the monotony ofv′
0. Also for bound (3.24), we write

‖h0‖L2(−a,a)� |� − 1|‖(v′
01(−a,a)) ∗ (ecx1x�0)‖L2(R)

� |� − 1|‖v′
01(−a,a)‖L2(R)‖ecx1x�0‖L1(R)

and we obtain (3.24) thanks to (3.17). Finally, for theL∞ bound, (3.28) implies that

∀x ∈ (−a, a), |h0(x)|� |� − 1|
∫ a

x

|v′
0(t)|ec(x−t) dt ,
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Now, sincev0 is decreasing,|v′
0(x)| = −v′

0(x) and the above inequality gives

|h0(x)|� |� − 1|
∫ a

x

−v′
0(t)dt

which yields (3.25) since 0�v0�1.
We aim now to derive estimate (3.26). For that purpose, forn�1, let us consider

hn(x)=
∫ 1

0
H(x, y) cos(�ny)dy,

vn(x)=
∫ 1

0
v(x, y) cos(�ny)dy,


n(x)=
∫ 1

0
�v(x, y) cos(�ny)dy. (3.29)

Then, we have:

‖H̃‖2
L2(Ra)

=
∞∑
n=1

‖hn‖2L2(−a,a). (3.30)

We aim to estimate the quantities‖hn‖2L2(−a,a) for n�1. Clearly, in view of (3.2), the
functionhn satisfies


−h′′

n + ch′
n + �2n2hn = (� − 1)
n,

−h′
n(−a)+ chn(−a)= (� − 1)v′

n(−a),
hn(a)= 0.

Multiplying this equation byhn and integrating on(−a, a), we obtain that

�2n2
∫ a

−a
h2n dx +

∫ a

−a
(h′

n)
2 dx − [h′

nhn]a−a + c

2
[h2n]a−a = (� − 1)

∫ a

−a
hn
n dx.

In view of the boundary conditions, this expression reduces to

�2n2
∫ a

−a
h2n dx +

∫ a

−a
(h′

n)
2 dx + c

2
h2n(−a)

= (� − 1)v′
n(−a)hn(−a)+ (� − 1)

∫ a

−a
hn
n dx. (3.31)

Also, in (3.31),
n is given by (3.29) and we see that


n(x)=
∫ 1

0
�v(x, y) cos(�ny)dy = �′

n(x)+ n��n(x), (3.32)

where

�n(x)=
∫ 1

0

�v
�x
(x, y) cos(�ny)dy, �n(x)=

∫ 1

0

�v
�y

(x, y) sin(�ny)dy.
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Combining decomposition (3.32) and identity (3.31), we easily derive that

n2�2
∫ a

−a
h2n dx +

∫ a

−a
(h′

n)
2 dx + c

2
h2n(−a)

= (� − 1)

(
−
∫ a

−a
h′
n�n dx + n�

∫ a

−a
hn�n dx

)
.

Therefore, thanks to the Cauchy–Schwarz inequality

n2�2‖hn‖2L2 � |� − 1|(‖�n‖L2‖h′
n‖L2 + n�‖hn‖L2‖�n‖L2).

Now the following inequalities hold:

‖�n‖L2 �‖∇v‖L2, ‖�n‖L2 �‖∇v‖L2, ‖h′
n‖L2 �‖∇H‖L2.

Using also (3.16) and (3.20), we infer from (3.3) that

‖hn‖2L2(−a,a)�6|� − 1|2 ca

��2n2
.

Consequently, in view of (3.30), we conclude that

‖H̃a‖2L2(Ra)� |� − 1|2 ca
�
.

The proof of (3.27) is similar and is omitted.�

We now derive some estimates of the norms ofH̃ andG̃ in L∞(Ra).

Lemma 3.4. The following estimates holds:

‖H̃a‖L∞(Ra)��∞(�, ca,M), (3.33)

‖Ha‖L∞(Ra)� |� − 1| + �∞(�, ca,M), (3.34)

‖ua‖L∞(Ra)�1+ |� − 1| + �∞(�, ca,M), (3.35)

where M is theL∞ bound of the nonlinearity given by(2.9)and

�∞(�, c,M)= k|� − 1|
√
2c

�

√
log

(
1+

(
1+ 1

�

)
c + √

M�
)

(3.36)

and k is some absolute constant. Furthermore, there is some constant N depending on M,
� and� such that

‖G̃a‖L∞(Ra)�N
√
ca . (3.37)

Proof. Bound (3.33) follows from some local estimates inH 2-norm together with the
Brezis–Gallouet inequality[7]. More precisely, we consider the domainQx = (x, x+1)×
(0,1) for x ∈ (−a, a − 1). Due to (3.20), the functioñHa satisfies

‖H̃a‖H1(Qx)
� |� − 1|

√
2ca
�

.
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Then thanks to Brezis–Gallouet inequality, there exists a constantk independent ofx ∈
(−a, a − 1) such that

‖H̃a‖L∞(Qx)�k|� − 1|
√
ca

�


log


1+ ‖H̃a‖H2(Qx)

|� − 1|

√
�
ca





1/2

.

Clearly, in view of (3.19), we have

�‖�v‖L2(Qx)
�ca

√
ca

�
+√

Mca . (3.38)

Now, the functionH̃ satisfies:

−�H̃ + c
�H̃
�x

= (� − 1)(�v − v′′
0).

Therefore, forx ∈ (−a, a − 1), thanks to (3.20), (3.38), we see that

‖�H̃‖L2(Qx)
�c

∥∥∥∥∥�H̃
�x

∥∥∥∥∥
L2(Qx)

+ |� − 1|‖�v − v′′
0‖L2(Qx)

� |� − 1|
((

1+ 1

�

)
ca√
�

+ √
M

)√
ca (3.39)

while ∫ ∫
Qx

H̃ dx dy = 0.

Now, there is some constantk depending only on the diameter ofQx such that

‖H̃‖H2(Qx)
�k‖�H̃‖L2(Qx)

. (3.40)

Then, thanks to (3.39) and (3.40), we obtain the following bound:

‖H̃a‖L∞(Ra)��∞(�, ca,M).

Finally, thanks to decomposition (3.22) and bound (3.25), we easily obtain bound (3.34).
The proof of theL∞-bound (3.37) for the functioñG is similar and is omitted. �

We can now find a lower bound for the velocity that is independent of the rectangle.

Proposition 3.1. There existc >0 anda0>1 such that for alla�a0

ca > c. (3.41)

Proof. The argument relies on upper and lower bounds of the quantity∫ ∫
Ra

f (ua, y)vau
′
a,0 dx dy,

whereua,0 is given (3.8). Note that sinceua,0 is increasing, this quantity is positive.
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The upper bound is easily obtained. Indeed thanks to Cauchy–Schwarz inequality, (3.18)
and (3.17) we have∫ ∫

Ra

f (u, y)vu′
0 dx dy�‖f (u, y)v‖L2(Ra)‖u′

0‖L2(Ra)

�(1+ |� − 1|)
√
M

�
ca . (3.42)

For the lower bound, we first note that definition (3.1) and (3.22) provide the following
decomposition:

u= u0 + G̃− �H̃
1− �

. (3.43)

Consequently, in view of bounds (3.33), (3.37) and Lemma 2.2, we can find some constant
K1 independent ofa >1 such that

u�u0 −K1
√
ca .

Therefore sincef is increasing, we see that∫ ∫
Ra

f (u, y)vu′
0 dx dy�

∫ ∫
Ra

f (u0 −K1
√
ca, y)vu

′
0 dx dy.

Next,we introducesomeappropriatedecompositionofv.At this pointweneed todistinguish
the cases�<1 and�>1. Let us first assume�<1. We write

v = v0 + 1

1− �
(H̃ − G̃)= h0 + 1− u0 + Ṽ , whereṼ = H̃ − G̃

1− �
. (3.44)

Using this decomposition, (3.44) yields that∫ ∫
Ra

f (u, y)vu′
0 dx dy�

∫ ∫
Ra

f (u0 −K1
√
ca, y)(1− u0)u

′
0 dx dy

+
∫ ∫

Ra

f (u0 −K1
√
ca, y)h0u

′
0 dx dy

+
∫ ∫

Ra

f (u0 −K1
√
ca, y)Ṽ u

′
0 dx dy. (3.45)

We aim to estimate the different terms in the right-hand side of (3.45). For the first term,
the positivity off together with (2.6) guarantee that∫ ∫

Ra

f (u0 −K1
√
ca, y)(1− u0)u

′
0 dx dy

=
∫ 1

0

∫ 1

u0(−a)
f (s −K1

√
ca, y)(1− s)ds dy

�
∫ 1

0

∫ 1

�
f (s −K1

√
ca, y)(1− s)ds dy ≡ I (ca). (3.46)
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Also the last term is majorized by�1ca where�1 is some constant. Indeed in view of
(3.26), (3.27) and (3.17), we have∣∣∣∣

∫ ∫
Ra

f (u0 −K1
√
ca, y)Ṽ u

′
0 dx dy

∣∣∣∣ �M‖Ṽ ‖L2(Ra)‖u′
0‖L2(Ra)��1ca , (3.47)

where�1 is a constant depending onM, �, �.
A similar property does not hold for the second term but since�<1, we haveh0�0 (see

Lemma 3.1) and this term is positive. Combining the above estimates, we infer from (3.45)
that ∫ ∫

Ra

f (u, y)vu′
0 dx dy�I (ca)− �1ca .

Now this lower bound together with (3.42) enable us to say that

I (ca)�(1+ |� − 1|)
√
M

�
ca + �1ca . (3.48)

But, thanks to Lebesgue’s theorem, the functionI (c) satisfies

lim
c→0

I (c)=
∫ 1

0

∫ 1

�
f (s, y)(1− s)ds dy >0.

Consequently, inequality (3.48) yields the existence of some constantsc anda0>1 satis-
fying (3.41).
In the case�>1, we use a decomposition of the functionv different from (3.44). Indeed

we now write

v = 1

�
(G+ 1− u)= 1

�
(g0 + 1− u0)+ H̃ − G̃

1− �
.

Due to (3.11), we can easily see that the functiong0 is positive. Hence, computations similar
to the ones above yield (3.41) in that case. The proof of Proposition 3.1 is complete.�

3.4. Other useful estimates for the velocity

Before investigating the limita → +∞, we derive some further estimates for the velocity
that will be very important in the sequel.

Proposition 3.2. Leta >1.For �>1 the following inequality holds:

m

�
� c2a�

2

2
+ c2a

�
�′2 +M|� − 1|�′ ca

√
ca√

��
(3.49)

while for�<1,we have

m� c2a�
2

2
+ �2

�
c2a + |� − 1|M �′ca

�

+ (1− �)
∫ 1

0
F(2− � + �∞(�, ca,M), y)dy. (3.50)
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Here,M is given by(2.9),�∞ by (3.36),�′ = 1+ |� − 1|,

m=
∫ ∫

(0,1)2
f (s, y)(1− s)ds dy (3.51)

and

F(s, y)=
∫ s

0
f (t, y)dt . (3.52)

Remark 3.1. For �>1, Proposition 3.2 provides a different proof of (3.41) thanks to
(3.49).However this is not true for�<1.Also, even for�>1, the techniquesofProposition
3.2 would not provide (3.41) for more general chemistry (for example an ordern reaction:
nR → P with n>1) while the proof of Proposition 3.1 can be extended to that case.

Proof. Let a >1. Let us first consider the case�>1. By multiplying Eq. (2.1) by�ua/�x
and integrating overRa , we obtain

c2a

2

∫ 1

0
ua(−a, y)2 dy+ca

∫ ∫
Ra

∣∣∣∣�ua�x

∣∣∣∣
2

dx dy�
∫ ∫

Ra

f (ua, y)va
�ua
�x

dx dy. (3.53)

Here, due to (2.6), we haveu(−a, y)��. Also, the second term in the left-hand side of
(3.53) can be estimated thanks to (3.17). For the right-hand side, recalling (3.1) and (3.22)
we introduce the decomposition

v = 1

�
(g0 + G̃)+ 1

�
(1− u). (3.54)

Combining these remarks we infer from (3.53)

c2a�
2

2
+ c2a

�
�′2�m

�
+ 1

�

∫ ∫
Ra

f (u, y)g0ux dx dy

+ 1

�

∫ ∫
Ra

f (u, y)G̃ux dx dy. (3.55)

Next, estimates (3.27) and (3.17) yield∣∣∣∣
∫ ∫

Ra

f (u, y)G̃ux dx dy

∣∣∣∣ �M‖G̃‖L2(Ra)‖ux‖L2(Ra)�M|�−1|�′ ca
√
ca√

��
. (3.56)

Also an integration by parts provides∫ ∫
Ra

f (u, y)g0ux dx dy=
∫ 1

0
[F(u, y)g0]a−a dy−

∫ ∫
Ra

F (u, y)g′
0 dx dy, (3.57)

whereF is defined by (3.52). Sinceu(−a, y)�� andg0(a)= 0, the first term in the right-
hand side of (3.57) vanishes while the second one is positive since�>1 impliesg′

0�0
(see (3.11)). Therefore∫

Ra

f (u, y)g0ux�0. (3.58)
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Combining (3.58), (3.56) and (3.55) enables us to say that

c2a�
2

2
+ c2a

�
�′2 +M|� − 1|�′ ca

√
ca√

��
�m

�
.

That is (3.49).
Let us now assume�<1. Instead of (3.54), we consider the decomposition

v = h0 + H̃ + 1− u.

Therefore, as above, we infer from (3.53) that

c2a�
2

2
+ c2a

�
�′2�m+

∫
Ra

f (u, y)h0ux dx dy +
∫
Ra

f (u, y)H̃ux dx dy. (3.59)

Then, thanks to (3.26) and (3.17)∣∣∣∣
∫
Ra

f (u, y)H̃ux dx dy

∣∣∣∣ �M‖H̃‖L2(Ra)‖ux‖L2(Ra)�M�′|� − 1| ca
�
. (3.60)

Also, ∫ ∫
Ra

f (u, y)h0ux dx dy =
∫ 1

0
[F(u, y)h0]

a−a dy −
∫ ∫

Ra

F (u, y)h′
0 dx dy

= 0+
∫ ∫

Ra

F (u, y)((� − 1)v′
0 − ch0)dx dy.

Then, asv0 is decreasing, we see that∫ ∫
Ra

f (u, y)h0ux dx dy�ca

∫ ∫
Ra

F (u, y)h0 dx dy.

Thanks to the positivity of the functionf and theL1-bound for the functionh0 (3.23), we
derive∫ ∫

Ra

f (u, y)h0ux dx dy� − ca

∫ 1

0
F(‖u‖∞, y)‖h0‖L1 dy

�−(1−�)
∫ 1

0
F(2−�+�∞(�, ca,M), y)dy. (3.61)

Gathering (3.59)–(3.61) lead us to estimate (3.50).�

4. Problem in the cylinder

In this section, we investigate the limita → +∞ of the solutions of (2.1)– (2.7) inRa .
We first prove the following result that holds for any�>0.

Theorem 4.1. Assume that(1.10)and(1.11)hold. Let�>0be given. Then there exists an
increasing sequence(an)n∈N with limn→+∞ an=+∞ such that the solution(uan, van, can)
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of (2.1)–(2.7)in Ran given by Proposition2.1 converges for the topology ofC1
loc(�̄) ×

C1
loc(�̄)× R to (u, v, c) satisfying

−�u+ c
�u
�x

= f (u, y)v in �, (4.1)

−��v + c
�v
�x

= −f (u, y)v in �, (4.2)

�u
�y

= �v
�y

= 0 on �, (4.3)

max
(x,y)∈�− u(x, y)= �. (4.4)

In addition,

lim
x→−∞ u(x, y)= 0, lim

x→−∞ v(x, y)= 1, (4.5)

lim
x→+∞ u(x, y)= u+, lim

x→+∞ v(x, y)= 1− u+, whereu+ ∈ {�,1}, (4.6)

0<c�
√
2M

�
. (4.7)

The convergences in(4.5)and(4.6)hold uniformly with respect toy ∈ [0,1].
Proof. Let us take a solution(ua, va, ca) of (2.1)–(2.7). In view of Lemma 2.2, (2.10) and
(3.1), fora large enough we have

c�ca�
√
2M

�
. (4.8)

Moreover, since 0�va�1, f (ua, y)va is bounded inL∞(�) whereas in view of (3.35),
ua is bounded inL∞(�). It easily follows thatua andva are boundedW2,p(RA) for all p,
1�p<+∞ andA>0, independently ofasufficiently large.As a consequence, there exists
an increasing sequencean with limn→+∞ an = +∞ such that(uan, van, can) converges to
(u, v, c) in the topology ofC1

loc(�̄) × C1
loc(�̄) × R. Next, it is easily seen that(u, v, c)

satisfy (4.1)–(4.4) while (4.7) follows from (4.8).
There remains to investigate the limits atx = ±∞. The behavior at−∞ follows easily

from some exponential estimates for the functionsu andv.

Lemma 4.1. For all (x, y) ∈ R− × (0,1), the following properties hold:

u(x, y)��ecx , (4.9)

1− v(x, y)�e(c/�)x . (4.10)

In particular,

lim
x→−∞ u(x, y)= 0, lim

x→−∞ v(x, y)= 1,

where the limits are uniform with respect toy ∈ [0,1].
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Proof. Let (x, y) ∈ R− × (0,1). Then forn large enough, we have(x, y) ∈ R−
an
. Due to

condition (2.6) and assumption (1.11),uan satisfy

−�u+ c
�u
�x

= 0 in R−
an
,

�u
�y

= 0 on (−an,0)× {0,1},

u(0, y)��,

−ux(−an, y)+ cu(an, y)= 0.

Therefore the maximum principle yields

uan(x, y)��ecanx .

Similarly, we easily see that we have

1− van(x, y)�e(can/�)x .

Taking the limitn → +∞ yields the expected inequalities.�

We now aim to investigate the behavior atx = +∞. The arguments are mainly classical
and close to the ones in[3]. Let (tm) be sequence of positive numbers going to infinity as
m → +∞. We define the sequences of functionsūm andv̄m as follows:

ūm(x, y)= u(x + tm, y) v̄m(x, y)= v(x + tm, y).

Then, as in[3], it is easily seen that the sequencesūm and v̄m are relatively compact in
C1([0,1]2).
Next, let us consider two sub-sequences of(ūm) and(v̄m) still denoted by(ūm) and(v̄m)

that converge inC1([0,1]2) towards some functionsl andk. Taking the limitm → +∞,
we find that

lim
m→+∞

∫ ∫
(0,1)2

|H(x + tm, y)|2 dx dy =
∫ ∫

(0,1)2
|l + k − 1|2 dx dy.

We can suppose (up to the extraction of some sub-sequences) thattm+1> tm + 1. Hence,
the Fatou lemma together with estimates (3.24) and (3.26) provide

+∞>

∫ ∫
�

|u+ v − 1|2 dx dy�
+∞∑
p=1

∫ ∫
(0,1)2

|H(x + tp, y)|2 dx dy.

Therefore, we necessarily have∫ ∫
(0,1)2

|l + k − 1|2 dx dy = 0.



A. Ducrot, M. Marion / Nonlinear Analysis 61 (2005) 1105–1134 1125

A similar argument yields that the functionsl andk are constant functions. Indeed, we can
write

+∞>

∫ ∫
�

|∇u|2 dx dy�
+∞∑
p=1

∫ ∫
(0,1)2

|∇ūp|2 dx dy

and

+∞>

∫ ∫
�

|∇v|2 dx dy�
+∞∑
p=1

∫ ∫
(0,1)2

|∇v̄p|2 dx dy.

Therefore the convergence ofūm andv̄m in C1([0,1]2) provides that the functionsl andk
are constant and satisfyl + k − 1= 0.
To conclude, we have to show that the constant functionl does not depend on the chosen

sequence(tm)m. Before giving an explicit expression forl, we need the following lemma.

Lemma 4.2. The function u satisfies

lim
x→±∞ |∇u(x, y)| = 0, (4.11)

where the convergence is uniform with respect toy ∈ (0,1).

The proof is similar to arguments in[3] and is omitted.
Now let (tnk ) be a sub-sequence of(tn) such that the sequencesūnk and v̄nk converge

in C1([0,1]2) towards the constantsl and 1− l, respectively. Integrating Eq. (4.1) over
Tnk = (−tnk , tnk )× (0,1), we obtain

C(tnk )− C(−tnk )=
∫ tnk

−tnk

∫ 1

0
f (u, y)v dx dy

with

C(z)= −
∫ 1

0

�u
�x

(z, y)dy + c

∫ 1

0
u(z, y)dy.

Using (4.9) and (4.11) and lettingk go to+∞, we derive

l = 1

c

∫ ∫
�
f (u, y)v dx dy. (4.12)

The quantity in the right-hand side of (4.12) does not depend on the sequence(tn) and we
will denote it byu+.
At this point we have obtained the following convergence results:

lim
x→+∞ u(x, y)= u+, lim

x→+∞ v(x, y)= 1− u+.

There remains to show thatu+ ∈ {�,1}. We easily see thatu+ satisfies

f (u+, y)(1− u+)= 0
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so thatu+ ∈ [0, �] ∪ {1}. Next, the averaged functions

u0(x)=
∫ 1

0
u(x, y)dy, v0(x)=

∫ 1

0
v(x, y)dy,

satisfyu0(−∞)=1−v0(−∞)=0 andu0(+∞)=1−v0(+∞)=u+. Sinceu0 is increasing
(recall (3.10)) andu0(0)>0, necessarily we haveu+ >0. Now suppose thatu+ ∈]0, �[.
Then there existsX ∈ R such that

∀x�X, ∀y ∈ [0,1], u(x, y)< �.

Recalling property (1.11) of the ignition temperature,v0 satisfies−�v′′
0 + cv′

0 = 0 on
(X,+∞). Hence,v0 is constant on(X,+∞). Applying the maximum principle, it easily
follows thatv0 is constant onR which is impossible sincev0(+∞)<1= v0(−∞). The
proof of Theorem 4.1 is now complete.�

Theorem 4.1 provides a solution(u, v, c) of (4.1)–(4.7) obtained as the limit of the
solution(ua, va, ca) of the problem in the bounded rectangleRa . Since the convergences
of ua andva are not uniform on�, estimates onua andva do not readily yield estimates
on u andv. Nevertheless, some further information on(u, v, c) can be obtained. We now
state some results on(u, v, c) that will be important in the sequel. First taking the limit
a → +∞ in (3.34), we see thatH = u+ v − 1 satisfies

‖H‖L∞(�)� |� − 1|
(
1+ k

√
2c

�

√
log

(
1+

(
1+ 1

�

)
c + √

M�
))

. (4.13)

Also we can take the limita → +∞ in the results of Proposition 3.2. We obtain that, for
�>1, c satisfies

m

�
� c2�2

2
+ c2

�
�′2 +M|� − 1|�′ c

√
c√

��
(4.14)

while, for�<1, we have

m� c2�2

2
+ �′2

�
c2 + |� − 1|M �′c

�

+ (1− �)
∫ 1

0
F(2− � + �∞(�, c,M), y)dy, (4.15)

where�∞ is given by (3.36) andF by (3.52).
Let us now derive an upper bound forc in the strip that improves (4.7).

Lemma 4.3. The following estimate holds:

c2� 1

�
‖f (u, .)v‖L∞(�). (4.16)
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Proof. Estimate (4.16) follows from the comparison of the functionuwith û defined by

û(x)=



S

c2
ecx if x�0,

S

c2
+ S

c
x if x�0,

whereS = ‖f (u, .)v‖L∞(�). Indeedû satisfies

−û′′ + cû′ = S1x�0, û(−∞)= 0, û(+∞)= +∞,

so that the maximum principle yields thatu� û. We conclude the proof of Lemma 4.3 by
expressing that�� û(0). �

Let us conclude this section by showing that the solution of (4.1)–(4.7) satisfiesu(+∞, y)

= 1 if � is sufficiently close to one. This property guarantees that(u, v, c) is a solution of
(1.3)–(1.7).

Theorem 4.2. Assume that(1.10)and (1.11)hold. There exists�>0 such that if�>0
satisfies|�−1|< �, then the triplet(u, v, c) given by Theorem4.1 is a solution of problem
(1.3)–(1.7)

Proof. The proof is based on inequalities (4.14) for�>1 and (4.15) for�<1. We will
only consider the case�>1. The other case is similar.
We argue by contradiction. Let us suppose thatu(+∞, y) = u+ = �. Then, by (4.6),

v(+∞, y)= 1− �. Applying the maximum principle tov, we easily see that

1− ��v�1.

Consequently,u=H + 1− v satisfies

‖u‖L∞(�)�� + ‖H‖L∞(�)

and, thanks to (4.13)

‖u‖L∞(�)�� + (� − 1)+ �∞(�, c,M). (4.17)

But, in view of (3.36),�∞ is an increasing function with respect toc. Therefore, bound
(4.7) combined with (4.17) enable us to say that

‖u‖L∞(�)��+(�−1)+�̃∞(�) with �̃∞(�)=�∞

(
�,

√
2M

�
,M

)
. (4.18)

Estimate (4.18) allows us to obtain an improved upper bound onc. Thanks to (4.16) we find
that

c2� 1

�
sup

y∈(0,1)
f (� + (� − 1)+ �̃∞(�), y) ≡ ĉ(�).
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Next, we combine this estimate with (4.14) and obtain that

m

�
� ĉ(�)�2

2
+ ĉ(�)

�
�′2 +M|� − 1|�′ ĉ(�)3/4√

��
. (4.19)

We can now conclude the proof of Theorem 4.2. Indeed, sincef (�, y)= 0, we have

lim
�→1

ĉ(�)= 0.

Consequently, the right-hand side of (4.19) goes to zero as� → 1 whereasm>0 is
independent of�. It follows that (4.19) can not hold true for� sufficiently close to 1 and
necessarily, for such�, u(+∞, y)= 1. Theorem 4.2 is proved.�

Remark 4.1. The Arrhenius term arising in combustion theory is given by

f (u)= �
2�2

exp

(
1

�
u− 1

1+ �(u− 1)

)
,

where� is the inverse of the reduced activation energy and� ∈]0,1[ is a heat release
parameter.We see thatM= (�/2�2)exp(1/��) so that the constant�, provided by Theorem
4.2, depends of� through�2 exp(−1/��). Such a dependence is irrelevant for�>1. The
aim of the following section is to obtain improved estimates that do not assume any bound
onf .

5. Travelling waves for high activation energy

In this section we assume thatf and� depend on a parameter�>0 and we setf = f�,
� = ��. We consider the problem

−�u+ c
�u
�x

= f�(u, y)v in � = R × (0,1), (5.1)

−���v + c
�v
�x

= −f�(u, y)v in � (5.2)

together with the following boundary conditions:

�u
�y

= �v
�y

= 0 on� = R × {0,1}, (5.3)

u(−∞, y)= 0, v(−∞, y)= 1 for y ∈ (0,1), (5.4)

u(+∞, y)= 1, v(+∞, y)= 0 for y ∈ (0,1). (5.5)

We assume that the functionf� takes the form

f�(u, y)= 1

�2
�
(
u− 1

�

)
�(u, y), (5.6)
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where� : R → R+ is locally Lipschitz continuous onR and satisfies{
� increasing and�(s)= ◦

(
1
s6

)
when s → −∞,∫ 0

−∞ �(s)ds >0
(5.7)

while � : R+ × (0,1) → R is Lipschitz continuous and such that{ ∃ � ∈ (0,1)�(s, y)= 0 if s�� and 0< �(s, y)�1 if s > �,
s → �(s, y) is increasing, for all y ∈ (0,1).

(5.8)

As already mentioned, the high activation energy asymptotics, i.e. the limit� → 0, is
a major tool in combustion theory. When the Lewis number differs from one (�� �= 1),
the first step in the asymptotics methods used by physicists consists in assuming a suitable
(heuristic) bound on the temperature of the form

u(x, t)�1+O(�).

Note that suchaboundwas rigorouslyderived in[10,9]for theparabolicproblem(1.1)–(1.2).
In order to study problem (5.1)–(5.5), we first truncatef� for large values ofu. More

precisely, we introduce(f̃�) given by

f̃�(s, y)=
{
f�(s, y) if s�1+ �,
f�(1+ �, y) if s�1+ �.

(5.9)

Then the first step of our study consists in investigating problem (5.1)–(5.5) withf� replaced
by f̃� (Theorem 5.1). Next, we show how existence results for this problem allows to obtain
results for the initial problem (5.1)–(5.5) (Theorem 5.2).
For all �>0, the functionf̃� satisfies (1.10) and (1.11). Therefore Theorem 4.1 applies

and provides the existence of a solution of (4.1)–(4.7) for� = �� andf = f̃�. Let us
denote by(u�, v�, c�) this solution. The limits atx = +∞ are such thatu�(+∞, y)= 1−
v�(+∞, y) = u+

� . We aim to show thatu+
� = 1 under appropriate assumptions on�� and

for � sufficiently small.

Theorem 5.1. Assume that(5.7)and(5.8)hold. Assume furthermore that�� satisfies either
1− l2�r2 ���<1 with r2>1, or 1<���1+ l1�r1 with r1> 1

2, wherel1 and l2 denote
positive constants independent of�. Then, for � sufficiently small, ���0, we have

u+
� = lim

x→+∞ u�(x, y)= 1.

In particular, (u�, v�, c�) is a solution of(5.1)–(5.5)with f� replaced byf̃�.

Proof. The definition off̃�, together with expression (5.6) forf� yield the existence of a
constantK independent of� such that

‖f̃�‖L∞ �K

�2
. (5.10)
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Note thatf̃� is not uniformly bounded with respect to�. Therefore, we need to carefully
keep track of the dependence with respect to� of the various estimates. We first note that
estimate (4.7) of the velocity provides

c��
1

�

√
2K

�
. (5.11)

Let us assume that

1<���1+ l1�r1 for somer1> 1
2. (5.12)

This assumption guarantees a convenient upper bound for the enthalpyH� = u� + v� − 1.
Indeed recall estimate (4.13) forH�. There,� = ��, c = c� andM = M� = supf̃�. Using
(5.10) and (5.11), we infer from (4.13) that

‖H�‖L∞(�)� |�� − 1|
(
1+ k√

���

(
2K

�

)1/4√
log

(
1+ ��

�

))
, (5.13)

where�� = √
(2K/�)(1 + �−1

� ) + √
K��. Now, due to assumption (5.12), we can find

�1>0 such that for all�< �1 we have

|�� − 1|
(
1+ k√

���

(
2K

�

)1/4√
log

(
1+ ��

�

))
� 1− �

2
.

Therefore bound (5.13) yields

‖H�‖L∞(�)�
1− �
2

for �< �1. (5.14)

Next, we argue by contradiction to prove thatu+
� = 1 for sufficiently small�. Assume

thatu+
� = �. Thenv�(+∞, y)= 1− � and the maximum principle provides

1− ��v��1. (5.15)

Therefore, combining (5.14) and (5.15), we see thatu� =H� + 1− v� satisfies

‖u�‖L∞(�)�
1+ �
2

. (5.16)

Now, due to (5.6)–(5.8), the functions → f�(s, y) is increasing. Consequently, since
0���1, (5.16) enables us to say that

sup
(x,y)∈�̄

f̃�(u�(x, y), y)v�(x, y)�
1

�2
�
(

� − 1

2�

)
.

Then, we majorize the velocity thanks to (4.16) and we obtain

c��
1

�

√
1

�
�
(

� − 1

2�

)
.
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In view of assumption (5.7) on�, we conclude

c� = o(�2) as� → 0. (5.17)

We now use inequality (4.14) that reads here

m��
c2� �

2

2
�� + c2�

�
′2
�

��
+ |�� − 1|�′

�K
c
3/2
�

�2
√

�
. (5.18)

Due to (5.17), the right-hand side of (5.18) goes to 0, as� → 0. On the other hand,m� given
by (3.51) withf = f� satisfies

lim
�→0

m� =
∫ 0

−∞
(−s)�(s)ds

∫ 1

0
�(1, y)dy >0.

Consequently inequality (5.18) cannot hold true for sufficiently small� and, for such�, we
haveu�(+∞, y)= 1.
Let us now consider the other case, that is

1− l2�r2 ���<1 for somer2>1. (5.19)

Sincer2>1/2, computations similar to the ones above guarantee that

‖H�‖L∞(�)�
1− �
2

for �< �1.

Next, we again argue by contradiction and assumeu+
� =�. As above, we see thatc� = o(�2)

as� → 0. We now use (4.15) instead of (4.14). We see that

m��
c2� �

2

2
+ �

′2
�

��
c2� + |�� − 1|K�′

�c�

�2��
+ (1− ��)

∫ 1

0
F�(1+ ��, y)dy, (5.20)

where we have set

�� = 1− �� + �∞
(
��, c�,

K

�2

)
.

As above, asr2> 1
2, the first three terms in the right-hand side of (5.20) go to zero as� → 0.

For the last term, since 0���1, we have

F�(s, y)�
1

�2

∫ s

0
�
(
t − 1

�

)
dt = 1

�

∫ (s−1)/�

−1/�
�(u)du.

Consequently, the last term in (5.20) is majorized as follows:

(1− ��)

∫ 1

0
F�(1+ ��, y)dy� 1− ��

�

∫ ��/�

−1/�
�(u)du. (5.21)

Sincer2>1, we easily see that��/� goes to 0 as� → 0 and we have

1− ��

�
→ 0.
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Therefore quantity (5.21) goes to zero as� → 0 and as abovewe conclude that (5.20) cannot
hold for sufficiently small�. This completes the proof of Theorem 5.1.�

Theorem 5.1 allows us to derive the following existence result for problem (5.1)–(5.5)
with f�.

Theorem 5.2. Assume that(5.7)and(5.8)hold. Assume furthermore that

|�� − 1|� l�� for �> 5
4, l >0. (5.22)

Then, for sufficiently small�, there exists a solution(u�, v�, c�) of (5.1)–(5.5).

Proof. Let �>0 be small enough so that problem (1.3)–(1.7) forf̃� and |�� − 1|� l��

possesses a solution given by Theorem 5.1. The proof consists in deriving an estimate of the
velocity involving theL∞-bound of the functionH�, and then by expressing this estimate
in (4.13) to obtain a suitable bound for the temperature.
We first note that

f̃�(u�, y)v��
K

�2
‖H�‖L∞(�) + �

�
for (x, y) ∈ �, (5.23)

where

K = �(1) and � = sup
s∈(−∞,0)

|s|�(s).

Indeed in order to derive this estimate, we distinguish the regions{(x, y), u�(x, y)�1+ �}
and{(x, y), u�(x, y)>1+ �}. In {u��1+ �}, we write that

f̃�(u�, y)v� = 1

�2
�
(
u� − 1

�

)
�(u�, y)(H� + 1− u�)

which provides

f̃�(u�, y)v��
�(1)
�2

‖H�‖L∞(�) + 1

�2
�
(
u� − 1

�

)
(1− u�)1u� �1

� �(1)
�2

‖H�‖L∞(�) + 1

�
sup
s�0

(−s)�(s)

that is (5.23) in{u��1+ �}. Next, in{u��1+ �}, we have
f̃�(u�, y)v� = 1

�2
�(1)�(u�, y)v�. (5.24)

But

v��� + v��u� + v� − 1=H�

so that (5.24) yields

f̃�(u�, y)v��
K

�2
‖H�‖L∞(�)

which implies (5.23) in that region.
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Note that by combining (5.23) and (4.16), we obtain the following bound of the velocity:

c2� � 1

�

(
K

�2
‖H�‖L∞(�) + �

�

)
. (5.25)

We now aim to derive an estimate of‖H�‖L∞ thanks to (4.13). We first majorize the
logarithmic term in (4.13) thanks to (5.11). We obtain the existence of some constant still
denoted byk such that, for sufficiently small�, we have

log

(
1+ (1+ �−1

� )c� +
√
K��

�2

)
�k log

1

�
.

Therefore (4.13) provides

‖H�‖L∞(�)� |�� − 1| + k|�� − 1|√c�
√
log

1

�
. (5.26)

Next, we make use of (5.25) and infer from (5.26) that, for small enough�,

‖H�‖L∞(�)� |�� − 1| + k|�� − 1|
√
log

1

�

[
K

��2
‖H�‖L∞(�) + �

��

]1/4
. (5.27)

We can now conclude the proof of Theorem 5.2. Inequality (5.27) together with assump-
tion (5.22) guarantees the existence of�0>0 such that

‖H�‖L∞(�)�� ∀���0.

Sinceu� =H� + 1− v�, we obtain the following upper bound onu�:

∀���0, ‖u�‖L∞(�)�1+ �.

Now, recalling definition (5.9) off̃�, we see that

f̃�(u�(x, y), y) ≡ f�(u�(x, y), y)

so that(u�, v�, c�) is a solution of (5.1)–(5.5). The proof of Theorem 5.2 is complete.�
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